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Abstract: In a previous work, a family of well-balanced numerical methods was developed following a two-

step algorithm called the Lagrange-Projection strategy, which exactly preserved the water at rest stationary

solutions for the shallow water equations. Following this framework, we now present fully well-balanced

finite volume numerical methods for approximating this equations and such that all the steady-states of the

system are preserved: such kind of schemes are known as fully well-balanced. The algorithm consists of two

steps. It first solves the shallow water system in Lagrangian coordinates: this is known as the Lagrangian

step. Secondly, it projects the results onto Eulerian coordinates: this is what we call the Projection step.

Concerning the time discretization, the Lagrangian step is treated implicitly, while the Projection step is

done explicitly. This approach allows for decoupling of the acoustic and transport phenomena, which enables

the use of larger time steps and reduces the restrictions imposed by the CFL condition.

Keywords: Fully well-balanced methods, Lagrange-Projection, implicit methods, shallow water model
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Abstract: We consider the acoustic and electromagnetic scattering problems by random domains and sur-

faces. Our goal is to construct an efficient approximation of the corresponding domain-to-solution map. After

considering a domain or surface parametrization depending on countably many parameters, one obtains a

high-dimensional parametric map describing the problem’s solution manifold. To tackle the efficient approxi-

mation of these maps, we adopt the approach proposed by Hesthaven and Ubbiali (Journal of Computational

Physics 363 (2018): 55-78.). Firstly, by using a collection of so-called high-fidelity solutions or snapshots, a

reduced basis is constructed to approximate the solution manifold. Then, we use deep feed-forward neural

networks to compute the coefficient of the reduced basis solution. This procedure renders the evaluation of

the approximate parameter-to-solution in the online phase independent of the offline part. Provided that

the parameter-to-solution map satisfies certain smoothness properties, which have been verified for a range

of models used in acoustic and electromagnetic scattering, we show that one can use quasi-Monte Carlo

quadrature rules in the computation of the snapshots used in the reduced basis and also in the training

of the involved deep neural networks. Finally, we provide numerical results for different models arising in

acoustic and electromagnetic scattering

Keywords: Deep Neural Networks, Shape Uncertainty Quantification, Wave Scattering
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Real-time four-chamber heart electromechanical simulations
enable effective clinical translation of computational cardiology
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Abstract: In the framework of computational healthcare, developing faithful physics-based mathematical

models of the cardiac function and efficient numerical methods is a major challenge for the scientific commu-

nity. Nevertheless, the advent of novel Artificial Intelligence-based methods allows to create fast and accurate

personalized heart models, which are essential for the advancement of treatment and surgical planning. We

leverage Latent Neural Ordinary Differential Equations (LNODEs) to learn the temporal pressure-volume

dynamics of a patient-specific four-chamber heart affected by ischemic cardiomyopathy. This surrogate model

is trained from 400 3D-0D whole-heart closed-loop electromechanical simulations while spanning more than

40 model parameters, ranging from cardiac electromechanics to cardiovascular hemodynamics. LNODEs

manifest a powerful representation of the 3D-0D model in a latent space by means of a feedforward fully-

connected Artificial Neural Network that retains a very small amount of hyperparameters and allows for

real-time numerical simulations of the cardiac function on a single processor. This surrogate model is em-

ployed to perform global sensitivity analysis and robust parameter estimation with uncertainty quantification

in a few hours of computations. In particular, we match pressure and volume time traces unseen by LNODEs

during the training phase and we calibrate tens of model parameters while also providing their posterior

distribution.

Keywords: Cardiac Electromechanics, Machine Learning, Sensitivity Analysis, Parameter Estimation

1 Introduction

Detailed patient-specific cardiac simulations using accurate mathematical models can cur-
rently run on many cores of a supercomputer. In the framework of digital twinning and
personalized medicine, bridging the chasm between the need for high-performance comput-
ing and the possibility of accurate real-time numerical simulations on a standard computer
would have a tremendous impact on the future of cardiology [1]. In this work, we train
a system of Latent Neural Ordinary Differential Equations (LNODEs) [2] that learns the
pressure-volume loops of a heart failure patient while varying 43 model parameters of the
whole cardiocirculatory function, by employing 400 3D-0D closed-loop electromechanical
simulations [3]. We design a suitable loss function that guarantees excellent generalization
properties of the trained feedforward fully-connected Artificial Neural Network (ANN) when
the number of training samples is small compared to the dimensionality of the parame-
ter space and the explored model variability. This ANN allows for real-time four-chamber
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Figure 1: Sketch of the computational pipeline.

heart numerical simulations. We use LNODEs to perform global sensitivity analysis (GSA)
and robust parameter estimation with uncertainty quantification (UQ) [1, 2]. We observe
how model parameters impact the variability of scalar quantities of interest (QoIs) retrieved
from the pressure-volume loops. We combine efficient matrix-free adjoint-based methods
exploiting automatic differentiation and vectorization to calibrate tens of model parameters
by matching the pressure and volume time traces coming from 5 unseen 3D-0D numerical
simulations for the trained ANN.

2 Methods

We display the whole procedure in Figure 1. We perform 405 3D-0D closed-loop four-
chamber heart electromechanical simulations. We build an accurate and efficient ANN-based
surrogate model of the whole cardiovascular function by means of LNODEs. We carry out
GSA to understand how each model parameter influences different QoIs extracted from the
simulated pressure-volume loops. We robustly estimate many model parameters from time-
dependent QoIs. Fully personalized 3D-0D numerical simulations can be performed after
parameter calibration with UQ.

3 Conclusions

We propose a surrogate model based on LNODEs to learn the pressure-volume temporal
dynamics of 3D-0D closed-loop electromechanical simulations. This surrogate model exploits
a very lightweight feedforward fully-connected ANN containing a few neurons and hidden
layers. LNODEs allow to encompass several applications of interest in a very fast and
accurate manner by means of a small amount of computational resources. Indeed, running
the training phase of the ANN along with GSA and robust parameter estimation on a single
core standard laptop just require a few hours of computations.
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Abstract: The Atlantic meridional overturning circulation (AMOC) has been identified as one of the Earth

System Elements to be at risk of passing a tipping point (TP). This means it might undergo a critical

transition passing from one stable state to a drastically different one under sustained anthropogenic forcing

with severe consequences for the regulation of the North Atlantic heat transport. It is crucial to gain

a deeper understanding of the underlying AMOC dynamics. We approach the tipping phenomenon via

classical bifurcation theory. We model the AMOC in terms of a system of random Ordinary Differential

Equations (RODEs), i.e. ODEs containing random parameters. The latter might be poorly known and the

related uncertainty is inherited by the bifurcation curves and TPs themselves. Here, we contribute to an

Uncertainty Quantification of AMOC tipping behavior by using a Bayesian parameter estimation technique.

We are able to drastically constrain the tipping behavior. New visualization techniques are presented to

highlight uncertain TP locations along the probabilistic bifurcation curve.

Keywords: Uncertainty Quantification, random ODEs, parametric uncertainty, bifurcations, tipping points

1 Introduction

In this talk, I will focus on results from our recent publication [1] and this extended abstract
summarizes some of the key findings in [1].

The Atlantic meridional overturning circulation (AMOC) is considered to be at risk of tipping
when threshold values of warming have been exceeded. Here, we work with rather simple
AMOC models in terms of a system of Ordinary Differential Equations (ODEs).

One major challenge is that some model parameters are poorly known and we thus have to
deal with parametric uncertainty in the models. This turns the original system of ODEs
into random Ordinary Differential Equations (RODEs). Therefore, classical objects from
bifurcation theory also become random such as bifurcation curves. While there is a rich
theory of bifurcations and bifurcation curves for ODEs (see e.g. [4]) , much less is known for
RODEs. For a more detailed overview of the topic, see [3].
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2 Problem setup

In particular, we work with the two-box AMOC model presented in [2]. We use its known
reduced dynamics on an attracting invariant manifold, which can be written together with
the steady states (µ∗, x∗) as

ẋ = µ− x
(

1 + η2 (1 − x)
2
)
, µ∗ = x∗

(
1 + η2 (1 − x∗)

2
)
. (1)

where x represents the salinity difference, µ is proportional to the atmospheric freshwater
flux, and the parameter η2 gives the ratio of the diffusive to the advective timescale. The
equilibria x∗ interpreted as a function of µ depend crucially on the model parameter η2, which
is considered to be the uncertain parameter of interest.

We work with synthetic time series data of the salinity difference generated via a forward
simulation of the ODE (1) with synthetic true values of η2 = 4, µ = 0.85, and x0 = 0.4. We use
the vector of every 100th simulated point with added Gaussian noise as data input x̂ for the
Bayesian inference.

3 Conclusions

By performing Bayesian inference on the model parameter η2, we were able to substantially
reduce the parametric uncertainty. In particular, this enables us to provide a more narrow
range of tipping behavior. Our results contribute to an Uncertainty Quantification of high
impact, low likelihood climate outcomes such as AMOC tipping and indicate that we might
be able to use past knowledge to improve our understanding of likelihoods of future tipping
events.
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Abstract: Data uncertainty is certainly one of the main problems in epidemiological modeling. The need

for efficient methods capable of quantifying the effects of random inputs on outputs is essential to produce

realistic scenarios of the spread of infection and to aim to implement the best control actions. In this work, we

consider a bi-fidelity approach to quantify uncertainty in spatially dependent epidemic models. The approach

is based on evaluating a high-fidelity model on a small number of samples appropriately selected on the basis

of a large number of evaluations of a low-fidelity model, ensuring high computational efficiency and accuracy.

In particular, we consider a class of multiscale kinetic transport models for high-fidelity reference and simple

discrete-velocity kinetic models for low-fidelity evaluations. Both class of models share the same diffusive

behavior and are solved numerically using methods that preserve their asymptotic limits, which permits to

obtain stochastic asymptotic-preserving methods. A series of numerical experiments confirms the validity of

the approach.

Keywords: Bi-Fidelity methods; Epidemic models; Kinetic transport equations; Stochastic Asymptotic-

Preserving schemes; Uncertainty Quantification

1 Introduction

Amongst the various uncertainty quantification techniques, approaches based on non-intrusive
stochastic strategies that do not necessarily require a priori knowledge of the probability
density function (PDF) of uncertain parameters are particularly interesting in view of com-
parisons with experimental data, such as in the case of studies on the spread of infectious
diseases. In this context, bi-fidelity (or multi-fidelity) methods represent an effective re-
sponse, thanks to the adoption of control variate techniques based on the appropriate use
of low-fidelity (LF) surrogate models, capable of accelerating the convergence of stochastic
sampling.
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2 Multiscale kinetic transport models for epidemics

We consider the class of multiscale kinetic system presented in [1] to describe an epidemic
spread dynamics that takes into account the mobility of individuals and the presence of
random inputs. To quantify the effects of these uncertainties following a bi-fidelity approach,
the epidemic discrete-velocity kinetic system introduced in [2] is taken as reduced LF model.
These models correctly describe the hyperbolic transport dynamics of the movement of
individuals over long distances together with the small-scale diffusive nature typical of high-
density urban areas, sharing the same diffusive limit. This allows for sufficient similarity in
the model’s random parameters space and enables the effectiveness of the following approach.

3 Asymptotic-preserving bi-fidelity collocation method

Considering a random input z ∈ Ω ⊂ R, the bi-fidelity collocation approach makes use of the
solution of a computationally cheap LF model uLF (z) to effectively inform the selection of
a small number of representative collocation points in the random parameter space. Thus,
to construct accurate approximations of high-fidelity (HF) solutions uHF (z) evaluating the
computationally expensive HF model only in a small number of selected samples, we build
an inexpensive surrogate uBF (z) of the HF model in the following non-intrusive manner [3, 4]:
uHF (z) ≈ uBF (z) =

∑N
k=1 ck(z)u

HF (zk), zk ∈ γN , where N is the number of the selected collocation
points in the parameter space γN = {z1, . . . , zN}. Here, these coefficients are acquired from the
LF model, considering ck(z) ≈ cLF

k (z). Finally, to solve the systems at each collocation point,
an asymptotic-preserving IMEX Finite Volume scheme that works uniformly in all regimes
is adopted to obtain an efficient stochastic asymptotic-preserving method.

4 Conclusions

To examine the performance of the proposed methodology, several benchmark tests for dif-
ferent regimes are considered, which fully confirm the effectiveness of the approach.
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Abstract: This work is an attempt to investigate and understand a larger fraction of the full phase space of

the Elder problem [1]. We sampled the phase space of the problem with a larger number of samples (10000

or even more perturbed solutions) with the aim of understanding the nonlinear dynamics and statistical

properties of this problem using data-driven approaches [5]. Based on d3f PDE simulation software [4], Big

Data technologies, and Machine Learning (ML) techniques, we achieved the following results:

— Analyzed statistical properties and the complexity of transient solutions regarding time, solution types,

and other factors based on different complexity metrics;

— Investigated predictability of the Elder problem using ML classification methods [5] and estimated the

time of 95% predictability.

Keywords: Elder problem, uncertainty quantification, data complexity, predictability

1 Introduction

The Elder problem [1, 2, 3], as a dynamical system described by the system of nonlinear
PDEs of a parabolic type, is known to have three stable steady-state solutions called one-,
two-, and tree-finger solutions (S1, S2, and S3 respectively). The system studied is unstable
and very sensitive to even small perturbations in physical parameters, initial conditions,
boundary conditions, etc. All these factors can change the dynamics of the studied process
and lead to a steady state different from expected.

The main idea of this study is depicted in Figure 1, which is a visualization of one of the
variables (features) used for predictive modeling (Section 3). This plot gives a 1-dimensional
projection of the phase space of the Elder problem and allows us to consider the problem’s
dynamics in a simplified representation. We can see there multiple trajectories of perturbed
solutions instead of three stable trajectories. These trajectories are quite similar in early
time but diverge in a time of t = 6...14 years to three branches with S1, S2, or S3 solutions,
respectively.

2 Analysis of transient solutions

We analyzed large ensembles of perturbed solutions to the Elder problem and calculated the
statistical metrics of such ensembles. One important subtask in our study is to estimate the
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Figure 1: Visualization of the feature F1 in time for the ensemble of N = 10000 solutions.

number of ”fingers” (concentration fields) in transient solutions at time t. To achieve this
goal, we developed an approach based on averaging of solutions in a vertical (i.e., along the
x-axis) direction. Furthermore, we analyzed the data complexity of solutions regarding time,
solution types, and other factors using complexity metrics based on SVD [5], non-linearity,
class overlapping, and other metrics [7]. We estimated the time of highest complexity (t = 6−7

years), which coincides with the time around t = 6 years indicated by Diersch and Kolditz in
[3] as the most critical for the evolution of the process.

3 Predictability of steady-states

Steady-state prediction is important for a number of theoretical and practical cases when
fingering is observed [3]. We developed several predictive models for the Elder problem
using well-known classification methods [6] such as support vector machines (SVM), random
forest (RF), and gradient boosting (GB) classifiers. These models are capable of predicting
a steady state with acceptable accuracy and can be divided into three types as follows.

� Fully informed models (Type I);

� Partially informed models (Type II);

� Black-box models (Type III).

The best of our models can predict a steady state of the Elder problem with 95% accuracy
at t = 9− 10 years.

4 Conclusions

The presented results focused on the analysis of large ensembles of solutions to the Elder
problem. This is made possible with our setup based on Big Data tools and data-driven
approaches. We calculated the statistical metrics of transient solutions, investigated their
complexity, and estimated the time of the highest complexity. We designed and evaluated
three possible types of predictive models and their features and then estimated the prediction
accuracy and the time of 95% predictability for the steady states of the problem. These
results extend our knowledge of the Elder problem, especially about the properties of large
ensembles of perturbed solutions.
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Abstract: The Dynamical Low Rank (DLR) method is a time-dependent reduced basis method attractive
for the quantification of uncertainties of time-dependent random PDEs for which the optimal low-rank
subspace may vary significantly over time. The true solution is approximated by an expansion of deterministic
modes weighted by stochastic coefficients, all time-dependent, and for which evolution equations are available.
The analysis of time-integration schemes is complicated by the fact that the updated solution is obtained
in a non-linear fashion. Recently, we have shown that a projector-splitting scheme, combined with standard
first-order time integration of the operator, leads to a fully discrete DLR solution verifying a variational
formulation. This tool allows us to show that certain norm-bound properties of the full order model are
recovered by the DLR solution. In this talk, we propose extensions of the projector-splitting scheme, including
a practical Strang scheme as well as other time-marching schemes which improve on the accuracy of the
approximation and its numerical stability compared to explicit integrators while not being overly expensive.
Furthermore, we derive SUPG-stabilised DLR equations for advection-dominated problems. The numerical
solution is shown to verify a variational formulation on a “skewed” testing space, which we use to obtain
standard norm-stability estimates of the numerical solution.

Keywords: Dynamical Low-Rank Approximations, Petrov-Galerkin, Uncertainty Quantification, Stabili-
sation of Advection-Dominated Problems
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Abstract: In this talk, we consider a linear, elliptic, partial differential equation (PDE) on a domain D(y)
where the domain is parametrized by y ∈ [−1, 1]d, d possibly countably infinite. Polynomial expansions of
parametric linear elliptic PDEs recently got a lot of attention when first, it was shown that these expansions
converge at least with a rate 1/p− 1, when (‖ψj‖∞)j∈N ∈ `p and therefore, the convergence does not suffer
from the curse of dimensionality. Later, for affine parametric diffusion coefficient a(y), faster convergence
rates were observed and proven for wavelet-type expansions by utilizing a pointwise bound on (ψj)j∈N instead
of the previously exploited L∞-bound. In this work, we expand these results to the linear elliptic equation
with parametrized boundary by employing a mapping approach to handle the parametrized domain. In
particular, we show theoretically and illustrate numerically that locality in the support of the functions
allows us to achieve higher convergence rates than globally supported basis functions.

Keywords: Domain uncertainty, Mapping approach, Parameter-to-solution map, Surrogate model, Poly-

nomial approximation
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Abstract: We present an adaptive multilevel Monte Carlo (AMLMC) algorithm [1] for approximating de-

terministic, real-valued, bounded linear functionals that depend on the solution of a linear elliptic PDE with

a lognormal diffusivity coefficient and geometric singularities in bounded domains. Our AMLMC algorithm

is built on the dual-weighted-residual error representation. To suit the geometric nature of the singularities

in the solution, our AMLMC algorithm uses a sequence of deterministic, non-uniform auxiliary meshes as a

building block. This adaptive approach is particularly useful for the lognormal case treated here, which lacks

uniform coercivity and thus produces functional outputs that vary over orders of magnitude. Furthermore,

we discuss iterative solvers and compare their efficiency with direct ones. To reduce computational work, we

propose a stopping criterion for the iterative solver with respect to the quantity of interest, the realization

of the diffusivity coefficient, and the desired level of AMLMC approximation.

Keywords: Multilevel Monte Carlo, Goal-oriented adaptivity, Computational complexity, Finite elements,

Partial differential equations with random data, Lognormal diffusion

1 Introduction

We consider the adaptive computation and error control for quantities of interest (QoIs) of
the form E[Q(u)], where Q is a deterministic, real-valued, bounded linear functional of the
stochastic solution u to a class of linear elliptic PDE with random coefficients,

−∇ · (a(x;ω)∇u(x;ω)) = f(x;ω) for x ∈ D, (1a)

u(x;ω) = 0 for x ∈ ∂D1, (1b)

∂nu(x;ω) = 0 for x ∈ ∂D − ∂D1, (1c)

where the differential operators, ∇· and ∇, are taken with respect to the spatial variable, x.
Here, ω corresponds to a complete probability space (Ω,F ,P). With respect to the spatial
domain D, an open and bounded polygonal/polyhedral domain in Rd, d ≥ 2.

2 Adaptive Multilevel Monte Carlo

MLMC uses hierarchical control variates to substantially reduce the computational cost of
MC. Thus, it uses a hierarchy of L+ 1 meshes defined by decreasing mesh sizes, indexed by
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their levels ` = 0, 1, . . . , L, and the telescopic representation of the expected value of the finest
approximation. Thus, letting Q` denote the approximation of Q on level `,

E[QL] = E[Q0] +

L∑
`=1

E[Q` −Q`−1].

AMLMC =
1

M0

M0∑
n=1

Q0(ω0,n) +

L∑
`=1

1

M`

M∑̀
n=1

(Q`(ω`,n)−Q`−1(ω`,n)) , (2)

where {ω`,n}`=0,...,L
n=1,...,M`

denote i.i.d. realizations of the mesh-independent random variables. In
MLMC, it is fundamental to evaluate both terms in the difference

∆Q`(ω`,n) = Q`(ω`,n)−Q`−1(ω`,n) (3)

with the same outcome of ω`,n.

Algorithm 1 computes one sample of level ` in AMLMC. The factor Kk(ω) involved in the

stopping criterion, is given by
∫
D ρ̃k(x;ω)

1
2 dx∫

D E
[
ρ

1
2

] , where ρ̃k(x;ω) is the approximated error density

on mesh k with sample ω.

Algorithm 1 One sample of ∆Q` = Q` −Q`−1
1: Set k = 0, errest = +∞, CoarseF lag = true
2: Sample the R.V. defining the field a
3: while true do
4: Evaluate the random field āk on mesh Hk

5: if ` = 0 then
6: Set Q`−1 = 0
7: Set CoarseF lag = false
8: end if
9: if errest < Kk(ω) · TOLbias,`−1 ∧ CoarseF lag then

10: Set Q`−1 = (g ∗ 1D0 , uk,∗)
11: Set CoarseF lag = false
12: end if
13: if errest < Kk(ω) · TOLbias,` then
14: Set Q` = (g ∗ 1D0 , uk,∗)
15: break;
16: end if
17: Set k = k + 1
18: end while
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Abstract: Adaptive stochastic Galerkin FEM (ASGFEM) with residual based a posteriori error estimation

allow for near optimal convergence in practice for common parametric linear PDEs. However, their imple-

mentation is rather involved and requires significant effort when different types of PDEs should be tackled.

Motivated by recent results with empirical low-rank tensor regression in the framework of statistical learn-

ing, we propose a non-intrusive reconstruction method that only uses samples of the solution and yields the

Galerkin projection with high probability. As a new result we show that the adaptive algorithm converges

even for non-affine coefficients.

Keywords: parametric PDE, tensor reconstruction, error estimation, adaptivity, stochastic FEM
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Abstract: We apply the Data-Driven approach to diffusion problems: the conservation laws and boundary

conditions are satisfied by means of the finite element method, while a dataset is used directly in simulations,

avoiding the need of fitting material model parameters. The weaker mixed formulation provides a posteriori

error estimates used for adaptive hp-refinement, reducing the number of unknowns for the desired accuracy

and, consequently, the number of searches through the material dataset. Therefore, we can use Monte-Carlo

analysis to provide the information about uncertainty of the results alongside the solution of the problem.

Keywords: Data-driven mechanics, Mixed formulation, Adaptive refinement, Uncertainty quantification

1 Introduction

The Data-Driven (DD) approach aims to abandon the fitting and use (noisy) material data
directly in simulations, while satisfying the conservation laws and boundary conditions by
e.g. the finite element method [1]. In this work we develop DD framework for diffusion
problems derived with the weaker mixed formulation, which is natural for the considered
physics as it enforces continuity of the normal flux component across any inner boundaries [2].
Furthermore, such formulation allows for an adaptive hp-refinement, permitting to minimise
the volume of computations needed for a given accuracy and use a statistical method such
as Monte-Carlo to quantify the uncertainty of the results. The developed DD framework has
been implemented using an open-source parallel finite element library MoFEM [3].

2 Mixed data-driven formulation for diffusion problems

DD approach avoids material models and uses instead material datasets containing points
with gradient of pressure g = ∇p and flux q in case of diffusion problems. The solution is
achieved through an iterative process of finding the closest points in the material dataset for
the values of unknown fields at every integration point in the domain, which are found from a
global FEM analysis. The FEM formulation is based on minimising a functional quantifying
the distance between the unknown field values and the material dataset J(g,q) and imposing
constraints for conservation law ∇ · q = f and the relation g = ∇p. After integration by parts
and application of boundary conditions (q ·n = q̄ on Γq and p = p̄ on Γp), the Lagrangian reads:

L(p,g,q, τ , λ) = J(g,q) +

∫
Ω

τ · g dΩ−
∫
Γp

(τ · n)p̄ dΓ +

∫
Ω

(∇ · τ )p dΩ+

∫
Ω

λ(∇ · q) dΩ−
∫
Ω

λf dΩ, (1)

where λ and τ are scalar and vector Lagrange multipliers, respectively, and the unknown
functions are in following spaces: p, λ ∈ L2(Ω), g ∈ L2(Ω), q, τ ∈ H(div; Ω). Weaker mixed
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Figure 1: L-shape domain results: (a) H1-seminorm convergence, (b) standard deviation of the solution.

DD formulation (1) allows for naturally emerging a posteriori error indicators/estimators, e.g.
ηe(∇p,g) = ||∇p− g||2Ωe

, according to which adaptive hp-refinement takes place, see Fig. 1(a).

3 Uncertainty quantification

While FE error can be controlled using the adaptive refinement, the results presented in
Fig. 1(a) possess uncertainty due to the noise in a material dataset. Moreover, the solution is
not unique and depends of the initial values of the unknown fields. Therefore, the uncertainty
of the results can be quantified by statistical methods such as Monte-Carlo analysis. Fig. 1(b)
shows the distribution of the standard deviation associated with the flux part of the solution.

4 Conclusions

The weaker mixed formulation for the data-driven approach provides error indicators which
are used for adaptive hp-refinement. Furthermore, Monte-Carlo analysis is performed with
the smallest number of DOFs for a given accuracy, to quantify the uncertainty associated
with the solution using the associated (noisy) material dataset.
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Abstract: The Karhunen-Loève expansion has been a common approach in approximating random fields,
but the solution of the underlying Fredholm integral eigenvalue problem for large-scale problems is chal-
lenging. In this work, we describe a numerical solution approach for efficiently approximating the dominant
eigenpairs of the covariance operator of stationary random fields. The methods combine advanced quadra-
ture from the boundary element method with fast matrix-vector multiplication based on hierarchical matrix
approximation as well as the thick-restart Lanczos process for approximating eigenpairs. Firstly, we employ
the Sauter-Schwab quadrature scheme for accurate evaluation of the double integrals from discretizing the
kernel operator with the Galerkin method. The Sauter-Schwab scheme alleviates the singularity of the in-
tegrals in the case of coincident, common-edge, and common-vertex elements. Secondly, The hierarchical
matrix is adopted to approximate the Galerkin system matrix. By replacing far-field blocks of a matrix by
inexpensive low-rank approximations, this technique allows us to efficiently store the dense matrix and effect
its action on a vector. Krylov-based methods are finally used to solve the resulting eigenvalue problem.
Numerical results demonstrate the effectiveness of a combined use of the above techniques in approximating
random fields.

Keywords: Random fields, Karhunen-Loève expansion, Boundary element method, Hierarchical matrices,
Thick-restart Lanczos method
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Abstract: We consider the inverse problem of recovering the upstream field or the flux function of a scalar

conservation law from discrete pointwise measurements of the particle trajectories that are moving along

the flow. These types of inverse problems in the context of hyperbolic conservation laws are challenging due

to discontinuities (shockwaves) in the solution. We employ the Filippov theory of differential equations to

study the existence, uniqueness and stability of the trajectories. We show that such a Filippov solution can

be obtained via front tracking and vanishing viscosity approximations and that the approximate trajectories

given by either of these methods converge uniformly. For certain classes of flux functions, illustrated by traffic

flow, we prove the Hölder continuity of the particle trajectories with respect to the initial field or the flux

function. We show that the above continuity properties translate to the stability of the Bayesian regularised

solutions of the inverse problems with respect to appropriate approximations of the forward map.

Keywords: Scalar conservation laws, traffic flow, Bayesian inverse problems, uncertainty quantification.

1 Introduction

Let us consider the Cauchy problem for scalar conservation laws

∂tρ(x, t) + ∂xf(ρ(x, t)) = 0, x ∈ R, t > 0, (1)

ρ(x, 0) = ρ0(x), x ∈ R, (2)

where ρ : R × [0,∞) → R is the density of some conserved physical quantity, and f : R → R
represents its flux. We are interested in the inverse problems of recovering the initial field ρ0

or the flux function f from observations of the solution ρ. These kinds of inverse problems,
even though challenging (due to shockwaves and irreversibility in the forward problem [1]),
have many applications, for example in the case of traffic flow, they correspond to the
problems of determining the upstream vehicle density or the flux given finite observations of
the traffic at later times. The inverse problems can be written as

y = G(u) + ξ, (3)

where u is either ρ0 or f , y is the observed data and G is the observation map which is defined
via the solution of the forward problem. We consider the observation map as G(u) = {z(tj)}j∈J ,

for some finite index sets J, where z is a particle trajectory corresponding to the entropy
solution of the conservation law (1).
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2 Stability of the forward problem

We denote by w = w(ρ) the velocity of the flow. The trajectory z(t) of a particle starting from
x0 is then defined by the ODE

ż(t) = w(ρ(z(t), t)), z(t0) = x0. (4)

Since ρ is typically a discontinuous function of both z and t, a solution to (4) is understood
in the sense of Filippov. We have the following stability result [2].

Theorem 2.1 Let 0 < mρ < 1 and T > 0 be given. Suppose that ρ and ρ̄ are solutions to (1)-(2) with
initial values ρ0, ρ̄0 ∈ L1 ∩BV (R; [mρ, 1]) respectively, satisfying ∥ρ0 − ρ̄0∥L1∩L∞(R) ≤ ε. Let z and z̄ be the

corresponding particle trajectories with the same initial position x0. Then ∥z − z̄∥L∞([t0,T ]) ≤ Cρ ε
1/2, with

Cρ = 1 + (T − t0)(1 +
2

mρ
)Lw + 1

mρ
(∥ρ0∥BV + ∥ρ̄0∥BV ).

3 Solutions to the Bayesian inverse problems

By adapting a Bayesian framework [3], we are able to show that, not only the posterior is
well-defined and continuous in data, it is stable w.r.t perturbations in the forward map [2].

Theorem 3.1 Suppose y ∈ RJ is given by (3). Let µ0 be a prior probability measure on X where X =
L1(R) ∩BV (R). Then the posterior measure µy given by

dµy

dµ0
(u) =

1

Z
exp

(
− 1

2γ2
|y −G(u)|2

)
,

with Z =
∫
X
exp

(
− 1

2γ2 |y −G(u)|2
)
dµ0 is well-defined and continuous in Hellinger distance w.r.t. y.

Theorem 3.2 Let X = L1 ∩BV (R; (0, 1)). Suppose that for any u, uN ∈ X that satisfy

∥uN − u∥L1∩L∞ ≤ ψ(N), ψ(N) → 0 as N → ∞.

Assume that µ0(X) = 1, and
1+∥u∥2

BV

m2
u

∈ L1
µ0
(X) where mu = infx∈R u(x). Then, the corresponding postori-

ors µ and µN satisfy, as N → ∞,

dHell(µ
N , µ) ≤ C

√
ψ(N).

We note that, stability in other metrics, such as Wasserstein distance, may be obtained as
well [4] (see also related discussions in [5]).
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Abstract: Inverse problems seek to find parameters that generate a set of observed data in a mathematical

model. Several methods have been proposed to solve inverse problems such are optimisation and Bayesian

approaches. In this talk, we consider the Ensemble Kalman Inversion (EKI) which has been recently intro-

duced as an efficient, gradient-free method. Based on the continuous-time Ensemble Kalman Filter, it uses

an ensemble of particles and a linearisation technique to essentially estimate the posterior distribution in an

underlying Bayesian inverse problem. Unfortunately, the algorithm becomes inefficient or even computation-

ally infeasible if the considered data set is too large. A similar problem appears in large-scale optimisation

with gradient descent algorithms in, e.g., machine learning. Here, randomised algorithms like stochastic

gradient descent (SGD) have become popular: those use only a random subset of the data in each iteration.

These are so-called subsampling techniques. In the past, subsampling has been employed in the EKI, but

not analysed. Based on a recent analysis of a continuous-time representation of SGD, we propose, analyse,

and apply a subsampling-technique within EKI. Indeed, we propose two different subsampling techniques:

either every particle observes the same data subset (single subsampling) or every particle observes a different

data subset (batch subsampling).

Keywords: Inverse Problems, Ensemble Kalman Inversion, Subsampling, Continuos time Markov processes
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Abstract: In this talk I will outline the basics of conditional normalizing flows to solve Bayesian inverse

problems. First the basics of optimization such as forward and reverse Kullback-Leibler divergence will

be discussed. Then special attention will be drawn to a very specific noise model, namely mixed (both

additive and multiplicative noise). This will be learned jointly with the posterior, by iteratively updating

the estimated posterior of Bayesian inverse problems and the noise parameters. This will be embedded into

the theoretical framework of EM algorithms in order to present convergence results. Finally applications to

inverse problems will be shown.

Keywords: Inverse Problems, Normalizing Flows, Uncertainty Quantification

1 Extended abstract

Recently, there have been a number of papers applying conditional normalizing flows to
solve Bayesian inverse problems [1, 3, 9, 2, 6]. The general idea is to establish a family of
paramterized diffeomorphisms T (y), where y = f(x) + ξ with f as the forward operator, ξ as
the error model and y as the measurement. Usually, they are trained on a loss of the form
Ey

(
KL(px|y, T (y)#pz

)
, which penalizes the distance between the posterior and the pushforward

of the conditional generative model.

In this talk we will consider a very specific noise model [4], i.e. mixed noise. Here the
noise parameter ξ will consists of an additive and a multiplicative component, i.e. ξ ∼
N (0, a2f(x)2 + b2) for constants a and b. This noise model has some relevance in physics [7, 8]
applications, where some error scales with the intensity and the other is background noise.
We will outline a framework on how to jointly learn a conditional generative model to sample
from the posterior as well as the noise parameters a and b. Our algorithm consists of two
basics steps at step n.

For this we define
∫
Rd log

(
pXθ,Yθ (x,y)

q(x)

)
q(x)dx = F(q, θ|y), where q = T (y)#pz in our setting and

θ = (a, b).

� Update the estimated posterior by maximizing F(q, an, bn|y) for randomly drawn y ac-
cording to an and bn.

� Update a and b by maximizing F(q, a, b|y) for fixed q.

Convergence results and applications to imaging and physical inverse problems will be dis-
cussed and outlined. However, this setting is not limited to learning noise parameters as
demonstrated in [5].
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Abstract: In this work we present recent enhancements of covariance preconditioned state-of-the-art

Langevin samplers through the introduction of ensemble enrichment and homotopy. The first approach

addresses the reduction of effective function calls of the underlying potential in the deterministic drift term

of the particle system. This becomes highly relevant, when Langevin samplers are used for the solution of

Bayesian inference problems, and the potential is defined upon a forward model. In the second approach

the drift term of the Langevin dynamics becomes time-inhomogeneous, directing the overall particle system

along intermediate measures towards the target distribution. Numerical results demonstrate the efficiency

of both techniques, including fast convergence in the case of multi-modal posterior distributions.

Keywords: Bayesian inference, Langevin Dynamics, Particle Systems, Homotopy

1 Introduction

Consider the inverse problem of finding an unknown y ∈ RD from an observation ∆ ∈ RK for
D,K ∈ N, where

∆ = G(y) + η, (1)

with a deterministic forward operator G : RD → RK and centered Gaussian observational noise
η ∼ N (0,Γ) with positive definite covariance matrix Γ ∈ RK,K . In the Bayesian framework, a
prior distribution µprior is associated with the unknown y. Then, for a given measurement
∆ = ∆̃, the prior is updated via Bayes’ rule to yield a posterior distribution µ∗. Here, we
assume that µprior has a Lebesgue density πprior and the posterior density π∗ exists, given as

π∗(y) ∝ exp(−Φ(y)) (2)

with log-likelihood potential L(y) := 1/2|∆̃− G(y)|2Γ and a potential Φ of the form

Φ(y) := L(y)− log πprior(y), (3)

2 Aims and Methodology

In this work we are concerned with the problem of sampling from the posterior distribution
given by (2) using interacting particle methods based on Langevin dynamics. While non-
interacting particle systems exhibit slow convergence in time, their extensions to interacting
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particle system such as affine invariant Langevin Dynamics [2] and the ensemble Kalman
samplers [1] have demonstrated a superior convergence speed. However, such state-of-the-
art methods still require a vast number of forward calls to solve the underlying model.
Furthermore, convergence to more involved posteriors such as multimodal distributions may
become arbitrarily slow or cannot be guaranteed at all. To address these drawbacks, we
propose to extend existing methods by the following two strategies.

The first concept is ensemble enrichment. It allows to work with ensembles of small batch sizes
for large parts of the process, utilizing the contained information to build larger ensembles
with the desired distribution at a later time. This substantially reduces the number of
necessary calls of the forward model G(·).

The second concept is based on the notion of homotopy. Here, instead of directly working
with a particle system based on the posterior, we utilize intermediate measures obtained
from interpolation between a simple auxiliary measure and the posterior through a map H
Such a preconditioning of the particle ensemble potentially increases the convergence speed
over time significantly, especially for multimodal distributions.

Then our investigation is concerned with an interacting particle system of the form

dy
(i)
t = bH(t, Yt)dt+ Γ(Yt)dW

(i)
t , i = 1 . . . , B ∈ N (4)

with a designed time-inhomogeneous drift term bH, defined upon the homotopy map H and
a varying number of particles B.

We discuss advantages and disadvantages of different enrichment schemes. Moreover we
analyse the convergence of the proposed method in expected 2-Wasserstein distance and
underline the efficiency of the method with various numerical examples, including non-linear
forward maps G and multi-modal target distributions.
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Abstract: In many applications the parameter to be inferred does not belong to a linear space but rather

a nonlinear manifold such as the sphere, e.g., in level-set inversion, density estimation or shape analysis. We

consider Bayesian inference for such parameters and focus on angular central Gaussian priors. These priors

model antipodally-symmetric directional data and are easily defined in Hilbert spaces. We then propose

novel efficient Markov chain Monte Carlo methods for approximate sampling of posteriors resulting from

conditioning these priors on noisy data. Our approach relies on lifting the sampling problem to the ambient

Hilbert space and exploit existing dimension-independent sampling methods in linear spaces. By a push-

forward Markov kernel construction we then obtain Markov chains on the sphere, which inherit reversibility

and spectral gap properties from the samplers in the ambient linear spaces. In particular, our proposed

algorithms have a dimension-independent efficiency which is verified in numerical experiments.
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Abstract: In this work we take a look at the methods and challenges of the inverse uncertainty quantification

analysis of complex engineering systems. In particular, we illustrate how to employ a Bayesian approach to

take advantage of information coming from experimental data to estimate the probability density function

of the model parameters. The methodology relies on many calls to the computational model for different

configurations of the parameters and evaluates the plausibility of each of them with respect to the available

data. Since the simulation of such complex systems is usually computationally very expensive, we make

use of response surfaces (also known as surrogate models) that approximate the parametric response of the

system and have the advantage of being cheaper to evaluate than the full model. Besides, we get a glimpse

of the parameter identifiability analysis, i.e. the “theoretical” discussion on whether model parameters can

actually be estimated depending on the type of data available. We consider a simple dynamical system, an

additive manifacturing process, and a land subsidence problem to exemplify the discussion.

Keywords: Uncertainty quantification, Bayesian inversion, response surfaces, parameter identification

1 Extended abstract

Complex engineering systems are usually described by mathematical models that are often
high-dimensional. The high-dimensionality is due to the need of including several parameters
to exhaustively describe the physical behavior and the geometry of the system. Therefore,
the simulation of such systems results to be computationally very expensive, often demand-
ing for high performance computing architectures. Besides, such parameters are generally
modeled by random variables, to take into account e.g. their inherent variability, imperfect
knowledge, or modeling inadequacy, ... Hence, exploring the parameter space, and, espe-
cially the parametric response of the system can be very costly, e.g. in case of optimization
and Uncertainty Quantification (UQ) analyses.

In this work we focus on UQ analysis, that has been proven to be a suitable tool to assess the
impact of parameters uncertainties on the quantity of interest of the system. Specifically, we
investigate the so-called inverse UQ analysis, and in particular, the Bayesian approach, that
aims at reducing the uncertainty assigned a-priori to the model parameters, estimating the
plausibility of different possible parameter values given a set of experimental data. Note that
inverse UQ analysis can be seen as closely related to parameter calibration, but – instead
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of providing a specific value for the calibrated parameters – it returns a “data-informed”
parameter distribution, usually known as posterior distribution.

To reduce the computational burden of the procedure, a possible way out is to build an
approximation of the parametric response of the system, often called response surface (or
surrogate model), i.e. an approximation of the parametric function that maps the input
parameters to quantities of interest of the system. Querying many times such response
surface for different parameter configurations is expected to be considerably cheaper than
querying the full model. Crucially, such approximations need to be constructed in a wise way
making use of a limited number of full model evaluations. Some possibilities that have been
explored in the literature are interpolants, least-squares approximations, neural networks, ...
Furthermore, multi-fidelity response surfaces can also be used, that are obtained combining
evaluations of the full model with different levels of accuracy (i.e. different fidelities), ideally
many low-fidelity solutions (which are cheap to evaluate) and few high-fidelity ones (which
are instead more expensive) to balance the accuracy and the computational cost required to
build them.

Further, we discuss on the well-posedness of the inverse problem, i.e. whether there exist a
certain set of parameters that generates the available data. This is the so-called parameter
identifiability analysis, and it is a two-step process. At first, the analysis focuses on the ideal
case of having perfect noiseless data. By means of analytic tools one can reveal whether all
the model parameters can be recovered from such data and possibly uncover correlations
between them that could preclude their estimation. Second, the realistic case is considered:
parameter identifiability is studied by means of numerical tools in the case of synthetic noisy
data. The parameter identifiability analysis should be understood as a preliminary step to
the Bayesian inversion: it guarantees the reliability of the estimation of the distribution of
the parameters and, consequently, of the simulations.

We illustrate the workflow by means of a simple dynamical system [1] and discuss its appli-
cation to an additive manifacturing process [2] and a land subsidence problem.
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Abstract: Non-affine parametric dependencies, nonlinearities and advection-dominated regimes of the

model of interest can result in a slow Kolmogorov n-width decay, which precludes the realization of effi-

cient reduced-order models based on linear subspace approximations. Among the possible solutions, there

are purely data-driven methods that leverage autoencoders and their variants to learn a latent representation

of the dynamical system, and then evolve it in time with another architecture. Despite their success in many

applications where standard linear techniques fail, more has to be done to increase the interpretability of the

results, especially outside the training range and not in regimes characterized by an abundance of data. Not

to mention that none of the knowledge on the physics of the model is exploited explicitly during the predic-

tive phase. In order to overcome these weaknesses, we implement the non-linear manifold method introduced

by Carlberg et al [2] with hyper-reduction achieved through reduced over-collocation and teacher-student

training of a reduced decoder, or other variants. We test the methodology on a 2d non-linear conservation

law, a 2d shallow water, and a 2d compressible flow over an airfoil models, and compare the results obtained

with a purely data-driven method for which the dynamics is evolved in time with a long-short term memory

network (LSTM).

Keywords: nonlinear model order reduction, scientific machine learning, slow-decaying Kolmogorov n-

width
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Abstract: We present the focal underdetermined system solver as numerical tool to recover sparse empirical

quadrature rules for parametrized integrals from existing data. This algorithm, originally proposed for im-

age and signal reconstruction, relies on an approximated ℓp-quasi-norm minimization. Compared to ℓ1-norm

minimization, the choice of 0 < p < 1 provides a natural framework to accommodate usual constraints which

quadrature rules must fulfil. We also extend an a priori error estimate available for the ℓ1-norm formulation

by considering the error resulting from data compression. Finally, we present numerical examples to inves-

tigate the numerical performance of our method and compare our results to both ℓ1-norm minimization and

nonnegative least squares method.

Keywords: Sparse Quadrature Rules, FOCUSS Algorithm, Linear Programming, Parametrized Integrals,

Parametrized PDEs, Hyper-Reduction



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Non-intrusive data-driven reduced-order modeling for
time-dependent parametrized problems

Junming Duan∗ and Jan S. Hesthaven†

∗ Chair of Computational Mathematics and Simulation Science
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Abstract: The reduced-order model is efficient and reliable in the context of multi-query or real-time

problems. However, the linear reduced space is not efficient for time-dependent nonlinear problems, especially

for transport-dominated problems. And the non-linearity usually needs to be addressed by the hyper-

reduction technique such as DEIM. This talk will present a new non-intrusive data-driven reduced-order

modeling approach for time-dependent parametrized problems. During the offline stage, the convolutional

autoencoder consisting of encoder and decoder is trained to perform the dimensionality reduction. The

encoder compresses the full-order solution snapshots to a nonlinear latent space. The decoder part can be

used to recover the full-order solution from the latent space. To deal with the time-dependent problems, the

high-order dynamic mode decomposition (HODMD) is utilized to model the trajectories in the latent space

for each parameter. At the online stage, the HODMD are first utilized to obtain the latent variables at a

new instant, then some interpolation techniques are adopted to get the latent variables at a new parameter,

finally the full-order solution is recovered by the decoder. Some numerical tests are conducted to show that

our approach can be used to predict the unseen full-order solution at new instants and parameters fast and

accurately.

Keywords: Reduced-order modeling, convolutional autoencoder, dynamic mode decomposition, parametrized

problem, time-dependent problem, nonlinear problem
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Abstract: We explore a new method to incorporate knowledge about boundary conditions (BCs) and

domain geometry into Gaussian Processes (GPs) and by extension into physics informed neural-networks

(PINNs). Both of these machine learning methods have become popular surrogates for partial differential

equations (PDEs) that model physical fields. For a lot of engineering applications, a limited number of

measurements as training data remains a critical challenge in achieving the required accuracy of the surrogate

model. We show how the eigenfunctions of the Laplace operator can be used to to enforce Dirichlet and

Neumann boundary conditions (BCs) exactly for a predicted surrogate solution field. At the same time

this can encode geometrical information about domains with complicated shapes, e.g. with holes or truss

structures, which facilitates learning. Our numerical experiments show that our approach can reduce the

number of required samples/training time and increase accuracy of the predicted solution compared to

standard GPs and PINNs. We further discuss the practical limitations and theoretical connections between

the two methods on simple engineering examples.

Keywords: Surrogate modelling, enforcing boundary conditions, complex gemetrical domains
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Abstract: In this work, we develop a nonlinear model order reduction technique exploiting an Autoencoder

architecture based on Graph Convolutional Networks. We are interested in obtaining fast evaluations of

parametrized partial differential equations (PDEs) in a many-query context, where reduced order models

(ROMs) are crucial to alleviate the computational cost associated. Despite their robustness, standard ROM

techniques, such as Proper Orthogonal Decomposition (POD), struggle when dealing with non-affine or non-

linear parametrized problems. Deep learning techniques allow for non-intrusive analysis, i.e. the autoencoder

architecture generalizes the POD approach. We present a data-driven and nonlinear reduction technique

exploiting Graph Neural Networks, as they naturally represent fields on unstructured meshes, embedded in a

convolutional autoencoder. We applied the methodology to several multi-parametrized test cases, featuring

nonlinearities, geometrical parametrization, slow Kolmogorov-decay and bifurcations.

Keywords: Graph neural networks, convolutional autoencoders, model reduction, parametrized PDEs

1 Introduction

When dealing with the numerical approximation of parametrized PDEs, the exploitation of
high-fidelity techniques is usually unfeasible due to the large number of degrees of freedom
involved. This becomes even more challenging if one needs multiple evaluations of the
solution field in a fast and reliable way. Reduced Order Models (ROMs) have been thoroughly
investigated to pursue this goal [5], aiming at decoupling the computation in offline and online
phases, during the latter of which one only solves a low-dimensional system. Consisting in
a linear expansion over the basis of the reduced space, the standard ROM approach looses
all the efficiency when non-affine and nonlinear terms are present in the model.

2 Graph convolutional autoencoder architecture (GCA-ROM)

During the last decade, several approaches exploiting machine learning paradigms have been
analyzed from the reduced order modelling community. Non-intrusive linear techniques, such
as POD-NN [1, 2], allow obtaining efficient computations, but they still depend on the POD
accuracy. Deep-learning approaches based on convolutional autoencoders are simultaneously
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generalizing the POD compression procedure extracting relevant information from data, and
allowing for fast non-linear reconstruction of the solution fields [3]. However, these techniques
are not consistent in the case of unstructured or changing meshes.

Introducing the GCA-ROM approach [4], we provide a machine learning framework to deal
with models defined on unstructured grids, capturing their geometric features through a
combination of Graph Neural Networks and Convolutional Autoencoders. The architecture
(see Figure 1) can cope with parametrized scalar/vector and linear/nonlinear PDEs, possibly
exploiting pooling operations to down-sample large meshes. Our approach is characterized
by spatial convolutions, defined on neighbourhoods of nodes through message passing and
aggregation procedures. We considered several physical and geometrical multi-parametrized
models, such as Poisson, Graetz and Navier-Stokes. Moreover, we analyzed its performance
for bifurcating and advection-dominated problems, for which classical ROMs are not suited.

Figure 1: GCA-ROM network structure for the offline phase.

3 Conclusions

We developed a novel non-intrusive reduced-order architecture based on Graph Convolutional
Autoencoder. Among the advantages, we highlight the high-generalizability in the low-
data regime and the great speedup. Several investigations will be conducted exploiting this
architecture: time-dependent PDEs, and different convolution/pooling operators.
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Abstract: Modern architectural modeling software tends to focus on geometry rather than performance.
Shape, forces, and materials seem to have irreconcilable differences. Shell structures emerge as an efficient
construction solution to cover large spans with minimum material use. However, their design requires
guaranteed bending-free behavior. Although catenary or hyperbolic paraboloids are known to provide the
desired axial balance in 2D compositions, the design of 3D shells is not solved.

There is a resurgence of interest in techniques that merge geometry and forces to choose the best design
through real-time interaction between the two aspects. This is the case of graphic statics, which consists
of a graphical force calculation technique for discretized structures working exclusively under axial loads.
Recently developed computational tools exist based on this theory [1][2]. The apriori assumption of axial
forces is crucial for the design of shell structures.

In the spirit of topology tools, artificial intelligence can be a framework to learn to generate new shapes
under certain constraints [3]. However, only by employing a physical criterion can good performance be
guaranteed. We propose the use of Generative Adversarial Networks (GAN) guided by physical constraints
[4]. GANs are composed of two networks. The first one is in charge of generating new designs by learning
the manifold of the geometries. The second network will learn to estimate the axial and shear energy of
the shells, and the shell rate to penalize shapes that do not meet a shear-free description, leading to the
improvement of the first network.

This technique is tested in a variety of 2D and 3D scenarios and lays the groundwork for training the network
for complex architectures, such as for the design of new materials at the microscopic scale.

Keywords: Shell structures, Physics-informed machine learning, Generative Adversarial Networks
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Abstract: The long-standing challenge of fulfilling the mechanical principles for hyperelastic constitutive

models all at once, which have been widely debated over the last few decades, could be seen as ”the main

open problem of the theory of material behavior” [3]. In this contribution, a hyperelastic constitutive

model based on physics-augmented neural networks (PANNs) is presented which fulfills all common physical

requirements by construction, and in particular, is applicable for compressible material behavior. This

model combines the theory of hyperelasticity developed in the last decades with the up-to-date techniques

of machine learning, by formulating a hyperelastic potential as a input-convex neural network (NN). This

potential fulfills conditions such as compatibility with the balance of angular momentum, objectivity, material

symmetry, polyconvexity, and thermodynamic consistency [1, 2]. Analytical growth terms and normalization

terms, formulated for both isotropic and transversely isotropic material behavior, are used to ensure a

physically sensible stress behavior of the model and to guarantee that the undeformed state is stress free and

with zero energy. The non-negativity of the hyperelastic potential is numerically verified by sampling the

space of admissible deformations states. Finally, the applicability of the model is demonstrated by calibrating

it on data generated with analytical potentials and by applying it to finite element (FE) simulations. Its

extrapolation capability is compared to models with reduced physical background, showing excellent and

physically meaningful predictions with the proposed PANN.
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constitutive modeling of isotropic hyperelasticity based on artificial neural networks,
Comput. Mech. 69 (2022).

[3] Truesdell, C. and Noll, W., The Non-Linear Field Theories of Mechanics. 3rd ed.
Springer Berlin Heidelberg, 2004.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Performing sensitivity analysis with physics-informed neural
networks
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Abstract: Sensitivity analysis studies the effect of small changes in input parameters on output quantities.

This work presents a way to perform sensitivity analysis using the paradigm of physics-informed neural

networks (PINN). We train PINN to minimize not only the residual of the partial differential equation

(PDE), but also the derivative of the residual with respect to the input parameter of interest (POI), while

respecting the given initial and boundary conditions. After training, we obtain a good solution within a

small neighborhood around the nominal value of the input POI which allows to easily obtain the sensitivity

(derivative of the output with respect to the POI). The computation time of the method grows linearly

as the number of POIs studied increases which is an advantage. Two examples are presented to show the

effectiveness of the technique. The first is a 2D Poisson’s problem with multiple POIs. The second is a

two-phase flow in porous media problem solved with the Volume of Fluids technique; this problem is chosen

to show the method’s ability to solve problems including discontinuities.

Keywords: Physics-informed neural networks, sensitivity analysis, two-phase flow in porous media.
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Abstract: In designing complex structures subject to multi-effects, numerical simulations are essential to obtain
the best design option. However, time-consuming multi-physics simulations are a significant challenge that
limits the exploration of the design space. To mitigate this limitation, a deep learning model is proposed for
predicting scalar fields with very low latency, such as the von Mises stress field, whose values are typically used
as selection criteria. The proposed method is based on Graph Neural Networks (GNNs). We show that our model
can be robust enough to generalise to different geometries. The data used to train this model comes from a
dataset, designed and filled for this type of cases. The case under study is a rectangular plate with six circular
holes loaded biaxially. One thousand cases were used, containing variations on the geometry of the holes. An
average R-square of 0.9 was obtained for the training data, and 0.6 and 0.5 for the model's interpolation and
extrapolation, respectively. In future work, this model will be trained for a larger dataset, aiming to increase its
robustness and evaluate its generalisation for different boundary conditions.

Keywords: Graph Neural Networks, Structural Analysis, Computational Design, Machine Learning

1. Introduction

Several machine learning techniques have emerged with the potential to create disruptive
methods, improving the scalar field prediction [1]. Artificial Neural Networks (ANNs) [2],
Convolution Neural Networks (CNNs) [3], Physical Neural Networks (PINNs) [4], and Graph
Neural Networks (GNNs) [5], are examples of tools that can be exploited on the
computational mechanics field, aiming to develop a new generation of filed prediction. The
general approach is to train a model capable of quickly predicting, to a given degree of
approximation, the relevant mechanical response of the system under design and use that
prediction to guide the exploration in the design space. However, these learning techniques
could also be employed to create digital-twins and to improve the pre-processing and
post-processing, for instance, creating optimised meshes of complex parts, assisting problem
solving.

In recent years, the popularity of GNNs has increased significantly in several fields where
data can be naturally represented as a graph. It is a powerful and practical tool in machine
learning tasks [6]. However, like any ML technique, model generation is one of the problems.
The main goal is to build a model capable of generalising to different conditions, such as
geometry, boundary, and loading conditions, correctly predicting scalar fields. This study will
focus primarily on the generalisation of geometry.

mailto:B.M.AlvesRibeiro@tudelft.nl
mailto:jpar@mit.edu
https://scholar.google.co.in/citations?view_op=search_authors&hl=en&mauthors=label:computational_design
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2. Methodology

This research aims to predict the von Mises stress field using a GNN model. Therefore, it will
be necessary to use a graph dataset to train and evaluate the model to accomplish the primary
goal. For this purpose, the SimuStruct dataset, a previously developed dataset, was used.

Figure 1. SimuStruc dataset: A dataset that contains the CAD model, the meshes, and the structural simulations
(FEM) for different levels of refinement, different properties for a linear and elastic material, and different

boundary and loading conditions.

The dataset contains 1000 cases of rectangular plates with six circular holes loaded biaxially.
From one case to another, only the position and size of the circular holes vary; all other
properties are fixed. The model has the Encoder-Processor-Decoder structure with 30
message-passing layers. The nodal features are the Signed Distance Field (SDF) value, and
one-hot identifiers indicate a displacement or load condition. Edges features are the geometric
information Δx, Δy, and edge length ||x||. One of the results obtained by the GNN is presented
and compared with the FEM results, see Figure 2.

Figure 2. von Mises stress field obtained by the GNN with comparison to FEM through absolute error and
R-squared (R2).

3. Conclusions

The developed GNN model showed promising results, with an average R-square for the
training of 0.89. However, when evaluating the interpolation and extrapolation of the model,
predictions for smaller and larger circular holes, respectively, than those used in training, the
model presented an average R-square of 0.6 and 0.5, respectively. It was possible to show the
potential of scalar field prediction on structural analysis.

Future work will train the model for a larger dataset to improve the model's generalisation for
different geometries. Furthermore, we will study the model's generalisation for different
boundary conditions.
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Abstract: The SimuStruct dataset comprises a 2D version of the classic case of plates with holes since it is a
base element found in many different mechanical design applications. The dataset comprises many cases solved
using the standard Finite Element Method (FEM) with the open-source software FEniCSx. Note that the entire
date is free and available online. Compared to other datasets similar in purpose, SimuStruct is more diversified
and realistic because it includes cases for different loading and boundary conditions, different properties for
linear and elastic material, and different levels of mesh refinement. In addition, SimuStruct is more flexible,
versatile, and scalable because all algorithms and codes are implemented using open-source libraries. The main
goal of the SimuStruct dataset is to serve as training and evaluation data for Machine Learning (ML)-based
methods in structural analysis and optimal mesh generation and therefore support the development of ML-based
optimal mechanical design solutions. We validate SimuStruct by using its data to applied to train and test a
multilayer perceptron (MLP) model to predict stress-strain fields. Our goal with publishing SimuStruct is to
contribute to the connection of the Mechanical Engineering and ML communities, which will accelerate and
exploit research in the computational design field.

Keywords: Plate with Holes, Structural Analysis, Computational Design, Machine Learning, Finite Element
Method

1. Introduction

Recent advances in computational tools have shown the potential of automatic generative
design techniques, surrogate modelling [1-2], and virtualization of complete mechanical
systems [3-4]. The two critical components of this automatic design process are a simulator of
the object's mechanical properties and an optimization module that automatically searches the
space of design parameters to find the configuration that optimises the final solution under
certain design restrictions, such as stress or displacement. Traditionally, linear elastic
simulation has been performed using the Finite Element Method (FEM), although it has
limitations in accuracy in simulating the mechanical properties of the mechanical
components, and it is usually too computationally intensive and relatively slow.

In order to alleviate this limitation, several methods based on ML have been proposed [5-11].
However, there are several challenges when using ML approaches. First, ML approaches may
not generalise well, i.e. ML models are often specialised in solving only one type of
geometric case, and it needs to be clear how to train a model to operate on more than one
family of mechanical cases. Second, systematic evaluation and comparison of ML the various
ML approaches proposed is challenging due to the need for a standard set of cases against

mailto:B.M.AlvesRibeiro@tudelft.nl
mailto:jpar@mit.edu
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which we can evaluate all the models. This work introduces the Simulated Structural Plate
with Holes Dataset (SimuStruct) aiming to investigate and develop efficient ML procedures
for applied mechanics and to help overcome the previous limitations.

2. Methodology

Figure 1 describes all steps to generate and process the dataset. The number of inputs
(geometry, Young modulus and Poisson ratios, loading conditions and boundary conditions) is
significant, however they are required for a full dataset definition. Future versions could
contemplate material constitutive laws, for a more comprehensive dataset.

Figure 1. Dataset generation process. The first step is to define the model: define the geometric case and later
create the mesh, define the material and loading and boundary conditions; the second step is the FEM-based

structural simulation in FEniCSx.

3. Validating the dataset with a baseline ML model

The dataset contains 100 cases of a rectangular plate with six circular holes loaded biaxially.
O datset utilizado tem 100 casos geométricos. We aim to predict the von Mises stress field
through the MLP model. One of the results obtained by the MLP is presented and compared
with the FEM results, see Figure 2.

Figure 2. von Mises stress field obtained by the MLP with comparison to FEM through absolute error.

4. Conclusions

SimuStruct is a 2D plate with holes dataset with the geometric model, the meshes, and the
structural simulations for different boundary and loading conditions, properties for a linear
and elastic material, and varying refinement levels. SimuStruct provides training and
evaluation data for ML-based methods, enabling optimal mechanical design solutions. The
MLP implementation can correctly predict the von Mises Stress for a given plate with six
circular holes and any point on the plate. This application enhances the potential of
SimuStruct to train and test ML models in structural mechanics.
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Abstract: Identifying governing equations from data and solving them to acquire spatio-temporal responses
is desirable, yet highly challenging, for many practical problems. Machine learning (ML) has emerged as an
alternative to influence knowledge discovery in complex geotechnical processes. To demonstrate feasibility,
this study develops an ML-assisted data-driven approach to automatically recover Terzaghi’s consolidation
theory  from  measured  data  and  obtain  the  corresponding  solutions.  This  process  incorporates  several
algorithms including  sparse  regression  and  prior  information  based  neural  network  (PiNet),  transformed
weak-form partial  differential  equations (PDEs) (to reduce sensitivity to noisy measurement),  and Monte
Carlo dropout to achieve a measure of prediction uncertainty. The results indicate that consolidation PDEs
can  be  accurately  extracted  using  the  proposed  approach  which  is  also  shown  to  be  robust  to  noisy
measurements. PDEs solved by PiNet are also shown to provide excellent agreement with actual results thus
highlighting its potential for inverse analysis. The proposed approach is generic and provides an auxiliary
method to verify heuristic interpretations of data or to directly identify patterns and obtain solutions without
the need for expert intervention [1]. 
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Abstract: We present a thermodynamics-based deep learning framework for building digital twins of
granular media. The proposed framework relies on Thermodynamics-based Artificial Neural Networks
(TANN, [1,2]) and thus enforces thermodynamics consistent predictions of the material behavior. Material
datasets are extracted from realistic, fine-scale simulations of geomaterials, using the Discrete Element
Method.
Particular attention is focused on the automatic discovering of thermodynamic admissible sets of state
variables from fine-scale information via model order reduction techniques [3] and the laws of thermodynamics.
Furthermore, the state variables and their evolution can be employed to track, in a simple way, the evolution
of the microstructure and its degrees of freedom.
We demonstrate an application of the methodology in modeling the mechanical behavior of sand and faults.
The constructed digital twin is able to predict the material response under complex loading paths and always
fulfills the thermodynamic consistency requirements.

Keywords: Thermodynamics-based Artificial Neural Networks, Deep Learning, Discrete Element Method,
Asymptotic homogenization.

References

[1] Masi F, Stefanou I, Vannucci P, Maffi-Berthier V. Thermodynamics-based Artificial
Neural Networks for constitutive modeling. J Mech Phys Solids 2021;147:104277. doi:
10.1016/j.jmps.2020.104277.

[2] Masi F, Stefanou I. Multiscale modeling of inelastic materials with Thermodynamics-
based Artificial Neural Networks (TANN). Comput Methods Appl Mech Eng
2022;398:115190. doi: 10.1016/j.cma.2022.115190.

[3] Masi F, Stefanou I. Evolution TANN and the discovery of the internal variables and
evolution equations in solid mechanics. arXiv preprint arXiv:2209.13269. 2022. doi:
10.48550/arXiv.2209.13269.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Reduced order models for time-dependent problems using the
Laplace transform

Ricardo Reyes∗, Fernando Henŕıquez and Jan Hesthaven
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Abstract: We propose a new method to incorporate temporal evolution into general reduced-order parametrised

models. Instead of following the traditional approach of time step sampling, we use frequency-domain solu-

tions as the data input. In the offline stage, we transfer the problem from the time domain to the frequency

domain using the Laplace transform. Then, we sample solutions for a discrete set of frequencies and use the

singular valued decomposition to construct a reduced basis. And in the online part, we use the obtained

reduced basis in the time-dependent problem, as we would normally do with a basis obtained with any

parametric or time-sampled reduced basis method. Although the method can be seen as a proper orthogonal

decomposition extended to the frequency domain, there are two important considerations: we have to select

appropriate sampling points so all the needed frequencies are captured, and we construct the basis using

only the real part of the complex-valued solutions. We present some of the harmonic analysis needed to

explain the method and a two simple examples.

Keywords: Time-dependent model reduction, Reduced basis method, H2 Hardy space, Laplace transform

1 Introduction

Although reduced basis methods are suitable and fully capable surrogate models for general
parametric problems, constructing a reduced order model for a time-dependent problem
can be challenging. Since the solution may evolve without a clear pattern that we can
easily predict, we may need to sample solutions over an extensive time period and at a high
frequency in order to be accurate. This can be excessively costly and time-consuming.

Reduced basis methods for parametrised time-dependent problems use a mix of Greedy
techniques to select the sample set in the parameter space, and a regular interval sampling
in the time-domain [1]. An alternative approach to create a reduced model consists in moving
the problem to the frequency domain using the Laplace transform, solving the equivalent
reducer order frequency problem and using an inverse Laplace transform to go back to the
original time domain [2]. Unfortunately, the computation of the inverse Laplace transform
may be too expensive and sometimes unattainable in practice.

Our method starts using the Laplace transform to move the problem to the frequency domain,
similar to the work in [3]. Here, we follow a proper orthogonal decomposition extended to the
frequency-domain problem with two important considerations: we have to select appropriate
sampling points so all the needed frequencies are captured, and we construct the basis using
only the real part of the complex-valued solutions. Finally, we can use the generated reduced
basis in our original problem.
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2 Frequency-based reduced basis method

We can describe the method for finding a basis using a discrete set of parameters Ph and a
discrete set of frequencies Fh : {icot(θ), ∀θ ∈ [−π, π]}

Algorithm 1: Construction of the reduced basis

1 Compute the Laplace L transform of the original time-dependent problem
2 for µ ∈ Ph do
3 for s ∈ Fh do
4 Solve the frequency-domain problem for ûh(x, s;µ)

5 Set the real valued data set. Dh(Fh,Ph) = {ℜ{ûh(x, s;µ)}|s ∈ Fh, µ ∈ Ph}
6 Construct the basis Φ using a singular value decomposition. Sh(Fh,Ph) = ΦΛΨ

3 Results

We test the new reduced basis method tin the wave equation utt + µ2∇2u = sin(ωt)eα
2(x2+y2),

for a unit circle domain centered in (0, 0), µ = 1.0, ω = 5 and α = 200. We discretize the
geometrical space using finite elements, and advance the time evolution using a Newmark-β
method. We set the time step δt = 0.01, the mesh size h = 0.02.

(a) Contour plots
(b) H1-norm

Figure 1: Comparison of the finite element and reduced-order model solutions
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Abstract: 

Fluid dynamics is an area that involves very complex phenomena, some of what remains unresolved until 
today. A complex area inside the fluid dynamics field is aerodynamics. Aerodynamics plays an important role 
for the vehicle companies, specifically for the designing department. Every year, the research departments of 
these companies invest lots of resources to improve their products, leading to more efficient designs. For these 
companies, data-driven methods could lead to a more efficient workflow, helping designers and engineers in 
the decision making, for instance when choosing between different initial designs. 

Nowadays, Computational Fluid Dynamics (CFD) tools provide the user with accurate simulations, allowing 
companies to save huge amounts of resources when compared with experimental methods. Their main 
drawback is the amount of CPU time needed to run a single simulation. When complex phenomena, like 
turbulence, are modelled, the computational cost increases considerably due to the physics underlying them. 
For that reason, some machine learning approaches have been taken, for example to estimate aerodynamics of 
a new design when compared with others previously analysed by CFD [1], leading to real-time results with 
little loss of accuracy. 

We introduce a DL approach to estimate some of the most relevant characteristics of the flow around two-
dimensional geometries: the pressure (P) and the velocity (Ux and Uy). For this approach, a database of turbulent 
flows around simple geometries has been generated using OpenFoam, an open-source CFD software. Our 
approach uses level sets for the codification of the geometry. This coding allows the algorithm to predict out-
of-training geometries only using the modified level set. This codification also allows us to use a regular grid, 
taking advantage of the Convolutional Neural Networks (CNN) architectures. Our method is trained in different 
phases. First, we use a Variational Autoencoder (VAE) to learn a low dimensional representation of the 
pressure and velocity fields (P, Ux, Uy) using an encoder-decoder scheme, where both the encoder and the 
decoder are built using a CNN. Then, we train a separate encoder for the level set and initial velocity of each 
simulation. This new encoder learns the representation of the first snapshot of each simulation in the low 
dimensional space previously obtained by the VAE. Finally we train a Structure Preserving Neural Network 
(SPNN) [3] to calculate and integrate the temporal evolution of the flow in the low dimensional space. The  
VAE decoder, previously trained, is then used to reconstruct the high dimensional solution. The SPNN applies 
the GENERIC (General Equation for Non-Equilibrium Reversible-Irreversible Coupling) [2] formalism, 
ensuring that the result obtained is thermodynamically consistent. 

Keywords: Turbulence, CFD, Deep Learning, Structure Preserving Neural Network, Thermodynamics 
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Abstract: The imminent impact of immersive technologies in society urges for active research in real-time

and interactive physics simulation for virtual worlds to be realistic, thus compliant with the laws of physics.

On the one hand, current real-time physic engines rely on severe simplifications of the governing dynamical

equations and are limited to simple material models and constitutive phenomena. On the other hand, clas-

sical engineering methods for solid and fluid simulations are too expensive to achieve real-time framerates

but can be used to generate a rich and consistent database to train a fast AI-accelerated simulator using the

recent advances in machine learning procedures.

In this talk, we present an augmented reality set-up to simulate real-time interactive dynamical systems

in solid mechanics problems [1]. A stereo camera is used to compute the depth map of an arbitrary scene,

place a virtual 3D solid and detect the user hand interaction. When contact is detected, the solid deforms

according to a learnt constitutive equation which must be trained in advance. Additional outputs such as

stress or displacement fields can also be displayed over the virtual object as a colormap. The rapid perfor-

mance of the simulation is achieved using a graph-based and structure-preserving deep learning algorithm

[2], which ensures the thermodynamical consistency of the predictions by using the GENERIC structure of

the problem. Two demos are provided with different geometries and material responses to test the robustness

of the method.
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Madrid, Spain
e-mail: david.portillo@upm.es

† Department of Mechanical Engineering
ETSII, Universidad Politécnica de Madrid
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Abstract: Structure preserving integrators have been employed with remarkably success in a
broad class of dynamic systems. An important subclass of these systems are the Hamiltonian
systems. The general formalism of Hamiltonian problems has enabled the development of
general structural preserving methods to different problems, such as molecular dynamics,
Euler equations of fluid flow, nonlinear mechanics of solids, etc. However, Hamiltonian
systems fail when trying to model dissipative systems, such as thermomechanic problems.
For this kind of problems Morrison [1] introduced in the 80’s the so called metriplectic
systems, which provides a complete framework for the mathematical description of dissipative
systems.

We present here a method based on quadratic programing for learning dissipative models
from data. For that, we take advantage of the metriplectic structure of the system to preserve
the two laws of thermodynamics, i.e. energy conservation and non-decreased entropy. During
the talk we will present the basic theory of metriplectic systems for the particular case of
thermomecanics and construct a convex problem for extracting the metriplectic structure
from data. We will also show numerical examples.

Keywords: Dissipative systems, thermomechanics, structure preserving
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Abstract: Currently, the numerical simulation of the behavior of systems is a completely solved task. It
is very easy to solve a set of equations applied to a geometry, together with boundary or initial conditions
–depending on the problem in question– to be able to simulate the real behavior of the system. However,
sometimes the model or equation that governs the behavior of the system is not known. For these cases, it
has been verified that the introduction of machine learning techniques based on physically consistent neural
networks [1] allows describing the dynamics of the systems without the need for an excessively large set of
data. This is due to the introduction of inductive biases that allow optimal use of the symmetries of the
problem [2].

However, when it comes to complex problems, the user can tackle the problem in its entirety, or divide the
problem into sub-problems. This second option is optimal since it allows the behavior of the sub-systems to
be learned separately in order to use them as many times as necessary, as if it were a puzzle, as long as said
sub-systems are able to communicate correctly.

In this work we present a method to simulate the behavior of complex systems by learning their dynamics
from data, through the local simulation of each subsystem. For this, we use physically consistent artificial
neural networks that guarantee compliance with the thermodynamic laws [3].
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In the last decades, a vast amount of highly specialized metamaterials has been developed
and, with advancing requirements in engineering applications, the trend is growing. Com-
prised of complex microstructures, these materials can be tailored for each specific applica-
tion. At the same time, this sets a challenge for the mechanical description of such materials,
as they behave highly nonlinear. Thus, we envision the use of physics-enhanced neural net-
works, circumventing the current limitations of analytically formulated material models. In
the present work [1], two machine learning based constitutive models for finite deformations
are proposed. Using input convex neural networks, the models are hyperelastic, anisotropic
and fulfill the polyconvexity condition, which implies ellipticity and thus ensures material
stability.

The first constitutive model is based on a set of polyconvex, anisotropic and objective invari-
ants. The second approach is formulated in terms of the deformation gradient, its cofactor
and determinant, uses group symmetrization to fulfill the material symmetry condition, and
data augmentation to fulfill objectivity approximately. The extension of the dataset for the
data augmentation approach is based on mechanical considerations and does not require ad-
ditional experimental or simulation data. The models are calibrated with highly challenging
simulation data of cubic lattice metamaterials, including finite deformations and lattice in-
stabilities. A moderate amount of calibration data is used, based on deformations which are
commonly applied in experimental investigations. While the invariant-based model shows
drawbacks for several deformation modes, the model based on the deformation gradient
alone is able to reproduce and predict the effective material behavior very well and exhibits
excellent generalization capabilities. In addition, the models are calibrated with transversely
isotropic data, generated with an analytical polyconvex potential. For this case, both mod-
els show excellent results, demonstrating the straightforward applicability of the polyconvex
neural network constitutive models to other symmetry groups.

Finally, the invariant-based model is extended towards electro-mechanically coupled mate-
rial behavior at finite deformations [2], see Fig. 1. Now using electro-mechanically coupled
invariants, the model fulfills the material stability condition, as well as thermodynamic
consistency, objectivity, material symmetry, and growth conditions. Depending on the con-
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Figure 1: Model prediction for a homogenized, electro-mechanical rank-one laminate. Points depict homog-
enization data, while lines depict the evaluation of the machine learning model. The load (upper figures)
consists of both complex mechanical and electrical load, and both the mechanical stress P and electric field
e are predicted excellent (lower figures).

sidered invariants, this physics-enhanced machine learning model can either be applied for
compressible or nearly incompressible material behavior, as well as for arbitrary material
symmetry classes. This extension towards multiphysical material behavior shows once again
the efficiency and robustness of our approach. Recently, the models are extended towards
inelastic material behavior and applied for efficient multiscale simulation.
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Abstract: In practice, a purely data-driven approach for building a generic 2D or 3D stress-strain relation-

ship without introducing physical constraints (assumptions) is rather difficult to be embedded in boundary

value problems’ (BVP) calculations, as the strain paths may be highly variable. With machine learning

(ML)-based constitutive models, it is not the ’best’ predictions that lead to the success of the computation,

but, conversely, rather the worst predictions that often lead to the failure of the computation. To address

the problem of insufficient generalization, the material ’cell’ is proposed with the assumptions of the so-

called Critical-State-Unified-Hardening (CSUH) [1] model working as the physics constrains in the PyTorch

framework. Based on strain-stress sequence data from explicit FEM-DEM (exFEM-DEM) simulations, the

parameters of a material ’cell’ were optimized with the Adam algorithm and error backpropagation. Eight

sets of (ϵij − σij) sequences in one exFEM-DEM BVP simulation are used for model training, and two

different BVP simulations are utilised to assess the optimized model.

Keywords: Machine Learning, Constitutive Modeling, Granular Materials, FEM-DEM, Optimization

1 Introduction

With the advent of ML, especially neural networks (NN ), recent research focuses on rebuild-
ing constitutive models (i.e. mapping ϵij → σij) via ML methods. However, it is impossible
to cover the entire (ϵij , I)-space without simplifying assumptions. Such models are known
to generalize poorly, and high prediction errors can cause BVP calculations to become non-
sensical and/or crash. Most studies focus on improving the best prediction accuracy. But,
unfortunately, there is rarely a proper method to guarantee the ML model’s poorest per-
formance is above some acceptable threshold. Here we introduce the CSUH model as the
physical constraint for the ML model to improve the generalization.

2 Methodology

All constitutive models can generally be represented as

I = M (ϵ̇ij , I0) , (1)

where I is the set of state variables, including but not limited to the stress tensor σij, I0
is the initial state before the strain increment ϵ̇ij, and M is the material ’cell’ employed
in the recurrent structure, as is shown in Fig. 1(a). This equation is very similar to the
recurrent neural network format h = RNNCell(x, h0), where RNNCell is a network cell, x is the
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input, h is the hidden state (Fig. 1(b)). This implies that the training process of M is very
similar to the training process of a recurrent neural network given the CSUH-assumptions,
i.e. M ≜ RNNCell | CSUH formulas.

Figure 1: The comparison of the architecture of the material cell and a RNN cell-based ML method

3 Conclusions

Figure 2: Comparison of the biaxial compression in exFEM-
DEM and exFEM-ML

The comparison of biaxial com-
pression simulations is displayed in
Fig. 2. The curves of maximum a

mean the largest value among all
of the accelerations of the nodes.

The physics-constrained M-cell
trained on the datasets collected
from the exFEM-DEM simula-
tions can be used to properly re-
produce the exFEM-DEM simula-
tion under various circumstances.
The physics constraints are effec-
tively implemented by recognizing
the state equations with the train-
ing process of a recurrent structure and improving the model’s generalization [2]. Recurrent
neural networks are known to induce a corresponding Gaussian process [3], posing a possible
route for incorporating further prior knowledge on the underlying PDE [4].
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Abstract: This work aims to investigate the applicability of Physics-Informed Neural Networks to construct

Reduced Order Models for predicting flow fields in bioreactors. To improve accuracy of the predictions,

approaches such as domain decomposition based on the distinct character of the flow in different parts of

the domain and hard imposition of boundary constraints are leveraged. Models capable of prediction within

a range of Reynolds numbers were trained.
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1 Introduction

Fermentation in bioreactors is an essential tool in biotechnological research and production.
Since there is little information available on the production processes and environmental
conditions of the cells due to the lack of suitable measurement techniques, Computational
Fluid Dynamics (CFD) is often used to simulate flow fields in bioreactors and enable the
prediction of velocity and pressure, as well as specific characteristics, such as mixing times.
The computational intensity of high-fidelity simulations in scenarios, where the same model
must be solved multiple times for different parameter values motivates the construction of
Reduced Order Models (ROMs) to approximate solutions at a lower computational cost.
Physics-Informed Neural Networks (PINNs), originally proposed by Raissi et al. [1], are a
promising candidate for ROMs in engineering problems, where data is typically sparse and
costly to obtain, and the governing equations are known.

2 Methods

Physics-informed neural networks aim to reduce the amount of data needed to learn the
solution of a problem by embedding its governing equations (in this case Navier-Stokes
equations) and boundary constraints into the loss function. The cross-section of a bioreactor
in the impeller plane is considered as the computational domain for a two-dimensional model.
The stirring of the bioreactor is simulated by prescribing a linear velocity profile on the
impeller blades from the center outwards and the model captures a snapshot of one specific
time instance, at which the impeller blades are exactly aligned with the cartesian coordinate
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axis. The predictive accuracy of the model can be improved, e.g., by imposing boundary
constraints in a post-processing step using an interpolation spline or by leveraging additional
knowledge of the problem and decomposing the computational domain based on the distinct
character of the flow in different parts of the domain [2].

3 Results

Figure 1 shows the results of a two-dimensional bioreactor model parameterized by the
stirring rate, described by the dimensionless Reynolds number Re. The prediction accuracy
of the model was evaluated by comparison to high-fidelity CFD simulation results. The model
achieves a mean relative velocity error of 1–3% w.r.t. the impeller tip velocity depending on
the value of Re.

Figure 1: Velocity field (left), relative velocity error distribution in the computational domain (center) and
relative velocity error for Re in the range 103 − 104 (right) in a bioreactor predicted by a PINN.

4 Conclusions

The applicability of PINNs as reduced simulation models for bioreactors was investigated.
The prediction accuracy of a 2D bioreactor model parameterized by Re was improved sig-
nificantly by employing approaches such as domain decomposition and hard imposition of
boundary constraints. The strategies tested in the presented use case will be applied to 3D
models.
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Abstract: Pile driving activities in urban areas can generate excessive ground-borne vibrations and interfere 

with people and structures in the vicinity. During the foundation's design stage, it is desirable to have expedite 

methodologies for the prediction of vibrations in a simple and quick-to-compute. This work presents the 

proceeding followed for developing a surrogate model based on Artificial Neural Networks, ANNs, able to 

predict ground-borne vibrations induced by pile-driving.  

Keywords: Artificial Neural Network; surrogate model; Ground-borne vibrations; Pile Driving.  

1. INTRODUCTION   

In various construction sites, vibrations are considered a critical aspect. In particular, 

vibrations generated from the installation of driven piles can reach higher levels when 

compared with current standard limits. Predicting ground vibrations due to pile driving is a 

complex problem that is affected by many factors, e.g., energy transmitted from the hammer 

to the pile, geotechnical conditions of the site, distance from the source, soil-structure 

interaction, among others. Different methodologies can be employed in this task, from 

empirical approaches to detailed and complex numerical formulations. This work intends to 

present a prediction methodology based on machine learning techniques that emulate the 

complex model, looking for a versatile and accurate tool. 

From this context, the author aims to introduce an ANN model for predicting peak particle 

velocities (PPV) values at the ground surface induced by the pile driving process. ANNs 

introduce adequate abilities to deal with the complex behaviors of the pile-ground system. 

The data quality inside the learning database, which will be used in training the ANNs model, 

controls the accuracy level of the ANNs model. Therefore, an axisymmetric FEM-PML 

numerical model would be used for the purpose of generating the learning database [1]. 

 

2. METHODOLOGY AND RESULTS 

An axisymmetric FEM-PML numerical model was used to generate the database, which 

contains a total of 1400 cases. These cases are addressed within the input parameters in an 

identified ranges. The input parameters are correlated to pile properties, soil properties, and 

hammer properties. After modeling the learning database, it is essential to remove the 

influence of the numbers using standardization and linearization techniques. The essentiality 

of this step arises from the fact that the contrast between the mean values of the input 

parameters can conduct to misleading the algorithm throughout escalations of some 

parameters rather than others. 

The next step in building the ANNs model is dividing the learning database into subsets. 

Every subset has its utilizing, characterizing, and influence on the final output results. These 

mailto:up201903008@fe.up.pt
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subsets are the training, testing, and validation sets. The training set is used to train a model, 

the validation set is used to evaluate the model during training, and the test set is used to 

evaluate the model after it has been trained.  

The training of the ANNs model would be performed on the Matlab® program. The 

properties of the trained model were placed under a set of training iterations in order to find 

the most proper combination that shows the lowest R2 value. The ANN architecture 

consisted of  an input layer, one hidden layer with three nodes, and an output layer. The 

dividing ratio of the learning database is 70%, 10%, and 20% for training, testing and 

validation sets, respectively. The fitting training algorithm in Matlab used was "Levenberg-

Marquardt".  

A case study is exposed for the purpose of presenting the matching between the numerical 

model and ANNs model (see Figure 1). The input parameters of the case study were within 

the learning database's boundary limits and were modeled using FEM-PML numerical model 

and ANNs model. The figure verified an adequate matching between the FEM-PML 

numerical model and the ANNs model. Such matching gives the generated ANNs model 

reliability in instantaneous prediction for the vibration induced by the pile driving process 

with an acceptable accuracy level. 

 

Figure 1: The axisymmetric FEM-PML numerical model vs. ANNs model prediction comparison. 

3. FINAL CONCLUSIONS 

From the results achieved, it is evident a remarkable agreement between ANNs model and 

numerical results. Even though the ANNs model was carried out under limited scope, the 

model is able to address the main features of the problem. In further works, the ANNs model 

presented will be upgraded for the prediction of the frequency content of the response. 
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Abstract: This work presents a methodology relying on Artificial Intelligence (AI) and modelling methods to 

improve the synthesis of new coating solutions for the surface finishing industry. Such methodology is based 

on the development of a hybrid dataset composed of experimental data of electroplating processes and also 

computational models. These models describe the hydrodynamics of the system on the one hand, and the 

coating deposition on the other. Such dataset is used with two main purposes: first, feeding a Generative Model 

(GAN) for the design and optimization of the electrolytic bath and second, to feed a Physics Informed System 

(PINN) that predicts properties of the coating deposition for a set of  electrochemical conditions. The present 

work describes the structure of the dataset and the main approaches followed to construct the GAN and the 

PINN networks for each case. This methodology represents a remarkable step towards the definition of a safe 

and sustainable by design (SSbD) framework for the development of composite coatings that can replace hard 

chromium, known as a toxic component, for applications in manufacturing, machinery and the automotive 

industry. 

Keywords: Artificial Intelligence, Generative Models, Physcis Informed Systems, Material Science 

1. Introduction  

In order to enhance materials performance in different applications, metal coatings are 

typically deployed to improve features such as corrosion resistance, colour, wear resistance, 

electrical resistance, optical properties, or thermal behavior. However, nowadays hard 

chromium, known as a toxic and cancinogenic substance, is widely used on such metallic 

coatings that are demanded in sectors from building and construction to automotomotive and 

consumer goods. This represents an inconvenience for the deployment of metallic coatings 

as a part of a sustainable manufacturing chain. Which means that these improvements that 

in metallic coatings could be achieved by means of a materials design framework that 

addresses the safety and the sustainability of the product from the beginning and considering 

the entire material lifecycle. Such framework can be only achieved with the help of in silico 

approaches relying on computational methods and Artificial Intelligence that triggers the 

generation and exploitation of large amount of data that typically involves remarkable 

resources if only experimental methods are involved. 

This work presents some parts of such in silico approaches as a piece of a safe and 

sustainable by design (SSbD) framework for the development of composite coatings within 

the framework of the EU funded MOZART project (GA 101058450). Which has the purpose 

of assisting the fulfillment of industrial requirements of metallic coatings while eliminating 

Hard Chromium (HC) and offering a Nickel matrix nanocomposite[1] electroplating 

process. Which represents an environmentally less harm and less toxic alternative to the 

painting and coating industry, following the SSbD principles.  
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2. Content 

While the global in silico approach followed by the entire methodology is composed by 

computational models and AI methods, this work addresses only the description of the AI 

techniques developed in order to address the design of the electrolytic bath for the optimal 

electroplating process and also the prediction of coating properties. The work involves the 

design of the bath including the presence of nanoparticles and also 2D nanomaterials. The 

first part is addressed by the definition of Generative models (Generative Adversarial 

Networks (GAN) see Fig. 1)[2] while for the second, a Physics Informed Neural Network 

(PINN)[3] has been defined. In this work we also address the design of the dataset needed 

to train these networks. Within the context of the Mozart project, a hybrid dataset has been 

created based on experimental data but also synthetic data coming from the computational 

models developed within the project.  

 

 

Figure 1. General architecture of the GAN developed to drive the design of the electrolytic bath and it 

physical condition. 

4. Outcome 

The hybrid dataset is presented and described in this work. Such dataset leads to the 

definition of the architecture of the two networks needed to design the electrolytic bath and 

its physical conditions (GAN) and to predict the coating properties for a given electroplating 

conditions. (PINN). The network architectures are presented and performances are 

evaluated. 
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Abstract: In this work, we propose and compare strategies to enforce Dirichlet boundary conditions in

Physics Informed Neural Networks and Variational Physics Informed Neural Networks. In these models,

Dirichlet boundary conditions are usually enforced by means of additional terms in the loss function to

penalize the difference between the model output and the prescribed condition. We propose alternative

strategies based on approximate distance functions to exactly enforce the BCs, without the need to learn

them, and a variational approach to weakly impose them (via Nitsche’s method), that does not lead to a

multiobjective loss function. Such strategies are not problem dependent and can be applied to any partial

differential equation on convex or non-convex domains. Numerical results on various differential problems are

presented. We show that exactly enforcing the BCs via approximate distance functions is the best approach

since it leads to more accurate and efficient solvers and does not rely on any tunable hyper-parameter.

Keywords: Dirichlet boundary conditions, PINN, VPINN, Approximate distance function, Nitsche’s method

1 Introduction

After the first paper of Raissi et al. [1], Physics Informed Neural Networks (PINNs) are
rapidly emerging as a flexible deep learning method to solve partial differential equations
(PDEs). In order to improve the original PINN formulation, several extensions have been
developed. In this work we only focus on the original PINN and on the interpolated Vari-
ational Physics Informed Neural Network (VPINN) proposed in [2] (that is an extension of
the standard VPINN [3]), which relies on the weak formulation of the PDE.

In order to compute an approximate solution, a neural network is trained to minimize the
residual of the PDE on a given set of collocation points and, in general, a penalization term
is added to the loss function in order to enforce the required BCs. In this work, instead, we
propose and compare three alternative approaches to enforce Dirichlet BCs. Two of them
are used to exactly enforce them via approximate distance functions [4], whereas the third
one weakly enforce them via Nitsche’s method [5].

2 Extended abstract content

In this work, we compare the performance of PINNs and interpolated VPINNs on different
problems and enforcing the Dirichlet BCs in different ways. The main difference between
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these two models is that the PINN loss function is computed using the residual of the strong
formulation of the PDE, whereas the VPINN one is obtained from the weak formulation. In
such a formulation, the involved test functions are piecewise linear functions defined on a
suitable triangulation.

We present two strategies to exactly enforce Dirichlet BCs on both PINNs and VPINNs
adding a non-trainable layer at the end of the neural network. Such strategies can be
extended as in [4] to enforce other types of BCs. Then, we also show how to weakly enforce
Dirichlet BCs in VPINNs exploiting the variational nature of the residuals. We highlight that
such approaches do not require any possibly expensive tuning phase, that may be needed if
the BCs are enforced via an additional cost in the loss function.

3 Conclusions

The strategies are tested on various PDEs. We observe that exactly enforcing the Dirichlet
BCs using approximate distance functions is convenient to reduce training time and in-
crease the model accuracy. Instead, if other functions are adopted, one observes suboptimal
performance. Poor performances are also observed when Nitsche’s method is used.

The presented strategies and numerical experiments are discussed in greater detail in [6].
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Abstract: We present a mathematical model that couples cardiac electrophysiology, active and passive

mechanics, blood hemodynamics and the circulatory system, with the aim of reproducing the behavior of

a human heart. We combine existing state-of-the-art models for the individual components of the heart

function into an integrated mathematical and computational framework, introducing suitable numerical

methods to deal with the coupling. The computational framework is applied to the simulation of a realistic

human heart, comparing the results obtained with data from the medical literature, in qualitative and

quantitative terms. The results indicate that the model has the potential of reproducing the physiological

behavior of the heart.

Keywords: heart modeling, multiphysics, fluid-structure interaction, hemodynamics

1 Introduction

Computational modeling is an increasingly used tool for the study the heart function in phys-
iological and pathological conditions [1, 2]. We propose a fully coupled model that describes
cardiac electrophysiology, active and passive muscular mechanics and three-dimensional
blood hemodynamics, leveraging state-of-the-art models and methods and combining them
in an integrated computational framework. The model is validated by comparing numerical
results against data from the medical literature.

2 Models and methods

We model cardiac electrophysiology with the monodomain equation. Active muscular me-
chanics is modeled with the biophysically detailed RDQ20-MF force generation model [3],
and passive mechanics is described combining the Guccione and neo Hooke constitutive laws.
Blood hemodynamics is represented by the Navier-Stokes equations in ALE formulation, us-
ing the RIIS method to account for the presence of valves [4]. We include electro-mechanical
and mechano-electrical feedback, the feedback between contraction and fiber shortening, as
well as fluid-structure interaction. We bi-directionally couple the blood flow with a lumped
model for the circulatory system. We solve the resulting multiphysics problem with finite
elements in a segregated-staggered approach, treating the fluid-solid coupling in a monolithic
way [5].
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Figure 1: From left to right: intracellular calcium concentration, blood velocity and blood pressure in a
left heart simulation.

3 Numerical results

We simulate a realistic left heart and a whole heart model, obtaining results that are in
qualitative agreement with the behavior observed in medical images. Quantitative indicators
such as chamber volumes, pressures and flow rates through the cardiac valves also match
physiological data from the medical literature.
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Abstract: We present advances on a fictitious domain formulation for fluid-structure interaction problems

based on Lagrange multiplier. The finite element discretization of the coupling matrix is defined through

integration of functions defined over non-overlapping meshes: after introducing two techniques one can adopt

to carry out this procedure, we present error estimates for the quadrature error.

Keywords: fluid-structure interactions, fictitious domain, finite elements, non-overlapping meshes

1 Introduction

We discuss a computational aspect regarding a fictitious domain formulation for fluid-
structure interaction problems born as evolution of the immersed boundary method [1]. We
denote by Ωf

t and Ωs
t the two regions in Rd=2,3 occupied, at the time instant t, by the fluid and

the solid respectively. In particular, the fluid is extended into Ω = Ωf
t ∪Ωs

t in order to occupy
also the region occupied by the solid. In Ω, the dynamics of a Newtonian fluid, with velocity
u and pressure p, is governed by the incompressible Navier–Stokes equations on a fixed mesh
with Eulerian description. On the other hand, for the immersed hyper-elastic solid, we adopt
the Lagrangian description by introducing a reference domain B, which is mapped into the
actual position of the solid body via a function X : B −→ Ωs

t such that each x ∈ Ωs
t can be

described by x = X(s, t), with s ∈ B. In particular, in this fictitious domain setting, we impose
that the material velocity is equal to u in Ωs

t , therefore u(X(s, t), t) = ∂X(s, t)/∂t for s ∈ B.
This constraint is weakly imposed making use of a Lagrange multiplier: for this purpose,
we introduce a functional space Λ on B and a continuous bilinear form c : Λ× (H1(B))d −→ R
characterized by the fact that if c(µ,Y) = 0 for all µ ∈ Λ, then Y = 0.

Since, as described in [2], the time semi-discretized version of an FSI problem can be seen
a sequence of stationary problems, we reduce our analysis to this case. Therefore, we define
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two bilinear forms, one for the fluid and one for the solid,

af (u,v) = α(u,v)Ω + ν(∇sym(u),∇sym(v))Ω +
ρf
2

(
(u ·∇u,v)Ω − (u ·∇v,u)Ω

)
∀u,v ∈ (H1

0 (Ω))d

as(X,Y) = β(X,Y)B + γ(∇s X,∇s Y)B ∀X,Y ∈ (H1(B))d

so that, we can introduce the following problem.

Problem 1 Let X ∈ (W 1,∞(B))d be invertible with Lipschitz inverse and u ∈ (H1
0 (Ω))d such that div u = 0.

Given f ∈ (L2(Ω))d, g ∈ (L2(B))d and d ∈ (H1(B))d, find (u, p) ∈ (H1
0 (Ω))d × L2

0(Ω), X ∈ (H1(B))d and
λ ∈ Λ, such that

af (u,v)− (div v, p)Ω + c(λ,v(X)) = (f ,v)Ω ∀v ∈ (H1
0 (Ω))d (1a)

(div u, q)Ω = 0 ∀q ∈ L2
0(Ω) (1b)

as(X,Y)− c(λ,Y) = (g,Y)B ∀Y ∈ (H1(B))d (1c)

c(µ,u(X)−X) = c(µ,d) ∀µ ∈ Λ (1d)

In particular, ρf denotes the density of the fluid, while ν represents the fictitious viscosity.
Moreover, the constants α, β and γ derive from physical parameters and time step. We are
assuming that the constitutive law of the solid material is linear.

2 The coupling term

The coupling between fluid and structure is represented by the term c(µ,v(X)). Two possible
choices for c are either the scalar product in (L2(B))d or in (H1(B))d. Therefore, to build the
finite element matrix, we need to integrate on B the product of µ, defined on a mesh for B,
with a velocity function v, defined on a mesh for Ω and composed with X. In this way, the
actual position of the body can be taken into account. Since the two involved meshes are
non-matching in general, these computations are not trivial. In [3], we presented two possible
techniques. First, one can compute exactly the coupling term by implementing a composite
quadrature rule on a submesh of B obtained by computing the intersection between the fluid
mesh and the solid one, mapped through X. Otherwise, one can directly integrate on each
solid element, introducing an additional source of error. For the second case, estimates show
that if the coupling is performed by the (L2(B))d scalar product, then the quadrature error
linearly converges to zero. On the other hand, if c is the (H1(B))d scalar product, then there
is no convergence, as already numerically shown in [3].
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We leverage on a new framework to formulate and approximate coupled partial differential
equations  (PDEs)  on  manifolds  with  heterogeneous  dimensionality  [1,2,3].  We use  our
theoretical  knowledge to  investigate  the  mathematical  formulation  and develop numerical
methods  for  fluid-structure  interaction  (FSI)  that  integrate  1D  representation  of  slender
structures with a 3D flow. The solutions of such problems are affected by low regularity,
which in turn reduces the ability to construct convergent and efficient approximation methods.
The  new  approach  that  we  propose  overcomes  the  previous  issue  because  it  has  the
fundamental advantage to enable the approximation of the problem using Galerkin projections
on Hilbert spaces [1,2]. For this reason, we can perform a rigorous convergence analysis of
approximation methods, such as the Finite Element Method (FEM), applied to these problems
[1,2].  First,  we  address  some  general  aspects  of  3D-1D  mixed  dimensional  PDEs,  with
particular attention to their coupling, achieved by means of Lagrange multipliers combined
with a suitable projection operator form the 3D solution space to the 1D space. We analyse the
reduced coupling strategy by studying simplified models and their asymptotic behavior [3].
Second,  we apply this  approach to the case of the interaction between single or multiple
beams and an incompressible fluid, described as a 3D-1D FSI problem. For this example, we
use a fictitious domain method in which the variational formulation of the flow problem is
extended to the entire domain, thus overlapping the structure. Additionally, we perform the
simulation on a non-conforming mesh, which allows us to write fluid and solid equations on
domains independent of time. In this case, we propose and compare several explicit coupling
schemes. We prove their stability in the energy norm, regardless of the ratio of fluid-structure
density. 
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Abstract: The treatment of coronary artery disease most often involves coronary stents. Vessel injury after

stent implantation can lead to in-stent restenosis and subsequent obstruction to the blood flow. In this work,

we couple a multiphysics model for in-stent restenosis to hemodynamics and drug elution in stented arteries.

To overcome different time scales between drug release, growth model, and blood flow, we adopt averaging

techniques and adaptive time-stepping. We test our approach on a simplified ring stent geometry where we

couple drug concentration, wall shear stress (WSS) and artery wall displacement at the fluid-solid interface.

Keywords: Stented Artery, In-Stent Restenosis, Coupled Problem, Drug Elution, Blood Flow

1 Introduction

The treatment of cardiovascular diseases most often involves coronary stents. Even with
drug-eluting stents, implantation can often give rise to in-stent restenosis: endothelial de-
nudation and overstretch injuries caused during the procedure kick-start various signaling
cascades within the arterial wall resulting in uncontrolled tissue growth and formation of
obstruction to the blood flow. Critical areas where such side effects occur highly depend
on the shear stresses and drug distribution inside the artery. For this reason, the analysis
of blood flow dynamics in stented arteries is of great interest. The current work is aimed
at coupling hemodynamics and tissue growth to include the fluid-structure interaction of
pharmacokinetics at the interface between artery and lumen.

2 Models

Navier Stokes equations and Newtonian constitutive model are used to simulate blood flow
in a stented artery. Wall shear stress (WSS) related quantities are analyzed as indicators
of the possible areas of inflammation and thrombosis. Particular emphasis is given to the
influence of stent struts on microdynamics: recirculation areas and vortices are often located
near the stent struts and their geometry strongly influences those flow features. Drug elution
and deposition on the vessel wall is modeled by means of an advection-diffusion equation
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and tailored boundary conditions [1]. The convective field is obtained by coupling the drug
equation to a steady averaged blood flow over three heart beats; see Fig. 1. Since the heal-
ing process and drug elution span a time frame of weeks, a staggered approach is derived to
simulate the drug release into the blood stream.
Advection-diffusion-reaction equations form the basis of modeling the transport and inter-
action of species in the vessel wall. The corresponding equations for PDGF, TGF-β, ECM
and SMC can be found in [2]. The drug concentration field is coupled at the interface be-
tween the arterial wall and the lumen to account for downstream deposition of the drug. All
governing equations for the wall species are coupled to a continuum mechanical description
of volumetric growth.

Figure 1: Drug release on artery wall with Xience V stent. Figure 2: Growth stretch.

3 Results and conclusions

In this work we test our method on a simplified ring stent geometry with matching interface
between the artery wall and the blood domain. In particular, we compare the effects of
drug coupling and WSS on the endothelium and volumetric growth; see for example Fig.
2. All simulations are performed by means of finite element method using FEAP and the
in-house code XNS. The aim of this work is to help provide an in silico tool for interventional
cardiologists to tune drug-eluting stents implantation parameters.
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Left ventricular assist devices (LVADs) play an important role helping patients suffering from 
heart diseases, as they are primarily used as a bridge to transplant technology [1]. We examine 
the interaction between blood flow in the left ventricle (LV), LVAD, and the cannula inserted 
into the ventricle. We have determined stagnation and low velocity areas by solving transport 
equations for residence time and Virtual Ink in the ventricle under different operational 
conditions of the LVAD. Such areas of stagnation and low velocity are prone to thrombosis. 
 
From a computational mechanics perspective, defining appropriate boundary conditions plays 
a vital role in this project for the structural and fluid mechanics part, respectively. The fluid 
boundary conditions at the valves, which are modelled as circular planes, progress from simple 
constant boundary conditions to resistance boundary conditions. They replace the circulation in 
the blood vessels and the flow through the LVAD whose cannula is inserted at the apex of the 
ventricle. The interaction between ventricle wall and fluid is imposed by the wall movement. 
In our current work, we make use of a magnetic resonance imaging (MRI) based LV geometry 
and interpolate the motion of the ventricle wall with radial basis functions. A similar approach 
has been presented in [2] without LVAD, thus we include the rigid body of the LVAD cannula 
in the computational domain. The LVAD’s pump flux is set as a time-dependent Dirichlet 
boundary condition. The washout of blood in the LV is examined as a function of LVAD 
working conditions. 
 
For the different stages of the simulations, an in-house code [3] is used. It uses a stabilized finite 
element method to discretize time and space. The fluid is subject to the incompressible Navier-
Stokes equations with a Newtonian material law. The stagnation time as a key result of the 
simulations is obtained by coupling a transport equation for the residence time to the fluid 
equations.  
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Abstract: We introduce a multiphysics mathematical model to simulate the myocardial blood perfusion.

Our model comprises cardiac electrophysiology, mechanics, hemodynamics, reduced valve modeling, and a

multicompartment Darcy model. Specifically, we consider a fully-coupled electromechanical model [1] of the

left heart that serves as unidirectional input for a fully-coupled fluid dynamics – perfusion model. In this

respect, to model the blood flow in left heart (with large epicardial coronaries), we consider the Navier-

Stokes equations in Arbitrary Lagrangian Eulerian framework, and we model cardiac valves by means of the

Resistive Immersed Implicit Surface [2, 3] method. The fluid model is fully coupled to a three compartments

Darcy model of the biventricular geometry [4]. We solve this multiphysics system by means of an implicit

method with an iterative splitting strategy. We carry out simulations in the multiphysics finite element

library lifex [5] on a realistic and geometrically detailed heart geometry. We show that our computational

model can estimate coronary flow rates and myocardial blood flow maps. Furthermore, by considering then

a pathological scenario, we show that the integrated model can faithfully predict the consequences of a severe

aortic regurgitation in terms of a reduced myocardial perfusion.

Keywords: Cardiac modeling, Multiphysics, Cardiac Perfusion, Finite Element Method
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Abstract: Newton methods are usually are more expensive than other methods, despite their quadratic

convergence, which has motivated the use of schemes with worse convergence but better complexity. We show

how Anderson acceleration can yield tremendous improvements in solving multiphysics problems optimally

with quasi-Newton methods. A careful choice of roles between which component of the problem is handled

at which level (nonlinear solver, linear solver or preconditioner) is key to obtain schemes that are amenable

to acceleration. The resulting schemes are, in all of our test cases, faster, more robust and present improved

scalability properties than standard approaches.
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1 Introduction

Quasi-Newton methods is nowadays a rather loose term, used to refer to any variant of
a Newton method in which the Jacobian matrix is modified in order to obtain a method
that converges in more iterations, but where the inversion of the (approximated) Jacobian
is much easier. It is difficult a priori to state what is the expected rate of convergence of a
given quasi-Newton scheme due to the generality of its setting. Consider the abstract root
finding problem

F (x) = 0,

with a quasi-Newton scheme given by

Bkδxk = −F (xk−1), xk = xk−1 + δxk.

In such generality, Bk = I represents a Richardson scheme (linearly convergent, unstable),
and Bk = ∇F (xk−1) represents a Newton scheme (quadratic convergence, depends on initial
guess). In between there is the Broyden family, with superlinear convergence, and even
Uzawa schemes for saddle point problems, which represent a Richardson iteration for the
Schur complement. Still, in all cases, such iterative methods can be represented by the
fixed-point iteration

xk = g(xk−1),

which can be accelerated using Anderson acceleration [1]. However, it has been recently
proved that Anderson acceleration can accelerate linearly converging sequences, but not
necessarily quadratically convergent ones, as it induces second order error terms [2]. This
means, for instance, that a Newton scheme cannot be accelerated, at least not with this
technique.
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2 Methodology

We leverage the convergence theory of Anderson acceleration to relax the Newton method
until an iteration that can be accelerated is obtained. Suppose that the Jacobian matrix is
difficult to precondition and can be split into into matrices, one which can be preconditioned
optimally, and the difference:

∇F (xk) = Ak +Rk, Rk := ∇F (xk)−Ak

This induces a quasi-Newton scheme given by

Akδxk = −F (xk−1),

which will probably lose the quadratic convergence of the Newton scheme, but each iteration
can be solved optimally. The loss of quadratic convergence can then be alleviated with
Anderson acceleration, which grants robustness to the nonlinear scheme. The resulting
scheme is better understood as an accelerated Richardson scheme, preconditioned by the
action of the inverse of the approximate Jacobian. This highlights that the action of the
inverse in most cases might not be exact, and could be approximated simply by the action of
the preconditioner, which allows us to completely circumvent the use of an Krylov iteration
at the Jacobian level. We have validated this approach in many different scenarios, such
as fluid dynamics and poroelasticity, where the resulting scheme is notoriously more robust
and scalable than standard approaches.
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Abstract: The cell-by-cell model for cardiac electrophysiology, also called Extracellular-Membrane-Intracellular

(EMI) model, describes the evolution of electric potentials at the cellular level, specifically: within each cell,

in the extra-cellular space and on the transmembrane boundary. These models are degenerate parabolic

equations, consisting of elliptic equations in the intra- and extra-cellular domains, the intercellular coupling

conditions, and a time dependent membrane model on the transmembrane boundary. Employing a boundary-

integral formulation, we recast the problem to a non degenerate parabolic equation on the transmembrane

boundary, where the differential operator is nonlocal. In particular, we show that the spatial discretization

of the cell-by-cell model leads to an ordinary differential equation on the transmembrane boundary. Then,

we present some numerical experiments where we: asses the efficiency and accuracy of the numerical dis-

cretization and study how model parameters as the cells size, gap junctions distribution, and conductivities

affect the action potential conduction velocity.

Keywords: Electrophysiology, Cell-by-Cell Model, EMI model, Boundary Element Method.

1 Introduction

We consider the prototypical cell-by-cell model



−σi∆ui = 0, in Ωi for i = 1, . . . , N,

−σe∆ue = 0, in Ωe,

−σi∂ni
ui = Cm

dVm
dt

+ Iion(Vm, z) on Γim for 1 ≤ i ≤ N,

−σe∂ne
ue = −Cm

dVm
dt
− Iion(Vm, z), on Γm,

−σe∂neue = 0, on Σ,

ui − ue = Vm, on Γim for 1 ≤ i ≤ N,
dz

dt
= g(Vm, z), on Γm,

−σi∂niui = κ(ui − uj) on Γij for 1 ≤ i, j ≤ N.

(1a)

(1b)

(1c)

(1d)

(1e)

(1f)

(1g)

(1h)

In (1), the transmembrane potential Vm depends on the ionic model Iion, z, g and as well on
the extra- and intra-cellular potentials ue and ui, i = 1, . . . , N , where N is the number of cells.
Cells are defined by the intra-cellular domains Ωi and Ωe is the extra-cellular domain, while
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σi, σe are cell conductivities and κ is the intercellular permeability constant. Intercellular
connections happen at the intersections Γij = ∂Ωi ∩ ∂Ωj between two distinct cells. The
transmembrane boundary is Γm = ∪Ni=1Γmi, with Γmi = ∂Ωe ∩ ∂Ωi, and Σ = ∂Ωe \Γm is the outer
boundary. The normals ni, ne point outwards to Ωi, Ωe, respectively.

Model (1) has been solved by the finite element method in, for instance, [3]. The boundary
element method (BEM) has been employed in [1], however only for simple settings of non
touching cells, hence without condition (1h). Recently, in [2], we propose a BEM approach
for problems with touching cells.

2 Spatio-temporal discretization

In [2] we recast problem (1) into a boundary integral formulation and employ a collocation
based BEM for its spatial discretization. This procedure yields an ordinary differential
equation confined on the transmembrane boundary Γm, hence where the temporal dynamics
takes place (see (1c) and (1d)). This result is summarized in Theorem 1.

Theorem 1. The BEM space discretization of (1) is equivalent to the ordinary differential equations system
Cm

dVm

dt
+ Iion(Vm, z) = ψ(Vm),

dz

dt
= g(Vm, z),

(2a)

(2b)

where ψ : RMm → RMm is a self-adjoint linear map and Mm is the number of nodes lying on Γm.

In (2) we recover a reaction-diffusion model with a nonlocal diffusion operator ψ encoding
the elliptic equations (1a) and (1b), the intercellular conditions (1f) and (1h), the boundary
condition (1e), and flux continuity. Equation (2) closely resembles the monodomain equation,
routinely solved in the cardiac electrophysiology community.
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Università degli Studi di Pavia

Pavia, Italia
e-mail: ngocmaimonica.huynh@unipv.it

Abstract: In this talk we will give an insight of a Balancing Domain Decomposition by Constraints

(BDDC) preconditioner for Discontinuous Galerkin discretizations of cardiac cell-by-cell models in order to

approximate the discontinuous nature of cellular networks and the associated electrical potentials. These

recent mathematical models are based on individual representation of cardiac cells and provide a detailed

description of the multiscale structure and dynamics of the heart, overcoming some of the limitation of the

homogenized macroscopic cardiac Bidomain and Monodomain models. The resulting discrete cell-by-cell

models have discontinuous global solutions across the cell boundaries, hence the proposed BDDC precondi-

tioner is based on appropriate dual and primal spaces with additional constraints which transfer information

between cells (subdomains) without influencing the overall discontinuity of the global solution. Our theoret-

ical convergence rate analysis shows scalability and quasi-optimality of the proposed BDDC preconditioned

cell-by-cell operator. These theoretical bounds are then validated through extensive numerical tests, further

confirming scalability, quasi-optimality, and independence from the time step size of the BDDC precondi-

tioner.

Keywords: Domain decomposition preconditioners, BDDC, discontinuous Galerkin, cardiac cell-by-cell

models

1 Short abstract

Recent mathematical models of cardiac functions provide a detailed description of the multi-
scale structure and dynamics of the heart, based on microscopic cardiac cell-by-cell models,
recently introduced in order to overcome some of the limitations of the macroscopic Bido-
main and Monodomain models, where cell membrane, intracellular and extracellular spaces
coexist at each point of the cardiac tissue. While this assumption has played a key-role in
the development and the increase of interest in computational cardiology field, it does not
allow for a microscopic representation of the tissue.

However, cell-by-cell models based on individual representation of cardiac cells allow for in-
stance for realistic modeling of damaged tissue and for studying the effects of nonuniform
distributions of ion channels on the cell membrane. Generally, these models consider the
aforementioned objects (cell membrane, intra and extracellular spaces) in a coupled man-
ner, allowing for discontinuous potentials across the boundaries of cells as well as general
representations in terms of geometries.

The numerical simulation of these complex cardiac models is very challenging since it requires
high-resolution space and time discretizations, as well as numerical tools that can handle
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natural discontinuities, arising for instance between different cells.

In this talk we will give an insight of a Balancing Domain Decomposition by Constraints
(BDDC) preconditioner for Discontinuous Galerkin discretizations of cell-by-cell models in
order to approximate the discontinuous nature of cellular networks and the associated elec-
trical potentials.

The resulting discrete cell-by-cell models have discontinuous global solutions across the cell
boundaries, hence the proposed BDDC preconditioner is based on appropriate dual and
primal spaces with additional constraints which transfer information between cells (subdo-
mains) without influencing the overall discontinuity of the global solution.

Our theoretical convergence rate analysis shows scalability and quasi-optimality of the pro-
posed BDDC preconditioned cell-by-cell operator. These theoretical bounds are then vali-
dated through extensive numerical tests, further confirming scalability, quasi-optimality, and
independence from the time step size of the BDDC preconditioner.
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Abstract: Viscoelastic surface rheology plays an important role in multiphase systems. A typical example

is the actin cortex which surrounds most animal cells. It shows elastic properties for short time scales and

behaves viscous for longer time scales. Hence, realistic simulations of cell shape dynamics require a model

capturing the entire elastic to viscous spectrum. We model the cell cortex as a viscoelastic surface suspended

in a 3-dimensional viscous fluid. For this we use the surface equivalent of the upper convected Maxwell model,

also distinguishing between shear and areal stresses. The surface is suspended in a viscous fluid, modelled by

the Stokes equation. To couple both system we use an Arbitrary Lagrange-Eulerian method. Initially, the

forces generated by the surface were set explicitly as boundary conditions in the fluid. This however, results

in a harsh time step restriction for dominantly viscous surfaces. So to avoid this, a monolythic coupling is

implemented, allowing us to solve the fluid structure interaction as one system. This implementation will

allow us to solve a larger variety of problems.

Keywords: Viscoelastic, cell cortex, finite elements, Stokes, ALE

1 Introduction

The cell cortex is a thin cross-linked network of the polymerised protein actin. It underpins
the membrane surrounding animal cells. The cortex is a key regulator for the emergence of
cell shape and is vital for cell function, for instance during cell division. On short time scales
(< 1 s) the cortex exhibits a dominantly elastic in-plane response to external mechanical
stresses. On larger time scales (> 10 s) the cortex can undergo dynamic remodelling because
of network rearrangement which results in a fluid-like rheology. So to capture both properties,
a viscoelastic implementation is needed [1]. In [2] a numerical model for a viscoelastic surface
embedded in a viscous fluid is proposed. To model the viscoelasticity, a surface equivalent
of the upper convected Maxwell model is constructed. For the numerical implementation
the finite elements method is used. The surface and the bulk are coupled using an Arbitrary
Lagrangian-Eulerian method (ALE). Both systems are solved separately, the forces generated
by the surface are used as boundary conditions for the fluid equations. This however, resulted
in a harsh time step restriction when these forces contain spatial derivatives, as is the case
with a viscous surface. To circumvent this, we propose a monolythic coupling of the surface
and bulk equations. This allows us to solve the system of equations as one, removing the
time step restriction.
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Figure 1: A 2-dimensional sketch of the domain. In-
ternal fluid Ω1, external fluid Ω0 separated by the sur-
face Γ. The surface is viscoelastic with viscosity η and
elastic modulus η/τ , where τ is the relaxation time.
In the actual model we distinguish between shear and
areal viscosities and relaxation times.

2 Extended abstract content

Our model consists of three domains, two 3-dimensional domains for the internal and external
fluid and one 2-dimensional surface representing the cell cortex (Fig. 1). Due to the low
Reynolds number, the fluid is modelled by the Stokes equations. For the viscoelastic surface
we use the surface equivalent of the upper convected Maxwell model as defined in [2]. The
stress S is split into the shear and areal stress. The areal stress is represented by trS and
the shear stress by the traceless stress tensor S̄ = S− tr(S)

2 P . Here P is the projection matrix,
which projects vectors on the surface Γ. The equations expressing the viscoelastic dynamics
are,

S̄ = 2ηSD̄Γ − τS
(
∂•
t S̄ + (v · ∇Γ)S̄ −∇ΓvΓS̄ − S̄(∇ΓvΓ)

T + P (S̄ : ∇ΓvΓ)− tr(S)D̄Γ.
)

on Γ, (1)

tr(S) = 2ηAtr(DΓ) + τA
(
2(S̄ : ∇ΓvΓ) + tr(S)tr(DΓ)− ∂•

t tr(S)− (v · ∇Γ)tr(S)
)

on Γ. (2)

Here v is the velocity, DΓ is the surface rate of deformation and D̄Γ its trace less version. The
differential operator ∇Γ projects the derivatives on the surface using the projection matrix
P . The parameters are the shear and areal viscosities ηS, ηA and the relaxation times τS,
τA. To couple the surface and the bulk equations the following boundary condition on the
surface Γ is used,

∇Γ · S =
[
−pI + ηi

(
∇v + (∇v)T

)]1
0
· n on Γ. (3)

The angular brackets represent the jump in value across the surface Γ, p is the pressure, n
is the normal of Γ and the parameter ηi is the viscosity of the fluid on the domain Ωi.

3 Conclusions

Implementing the described model with an explicit coupling between the surface and the
bulk equations results in a harsh time step restriction. This makes it impossible to simulate
cases with dominant spatial derivatives on the surface. With a monolythic coupling this
time step restriction disappears.
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Abstract: Artificial Neural Networks are used as Reduced-Order Models in many dynamical problems 

involving separated time-scales for accelerating computations. However, their discrete nature makes them 

impractical for many applications due to the curse of dimensionality. We present here a framework where 

ANNs are used as functional surrogates in the low scale dynamics. Good representations are obtained with 

very few variables using spectral approximations which reduces the computational cost at the fast scale to an 

inner product computation. The method is applied to hypoxia-mediated glioblastoma progression, where two 

different time scales (oxygen diffusion and cell migration) have a dynamical interplay, illustrating that accurate 

enough solutions may be obtained with much less computational cost. 

Keywords: Spectral methods, Multiscale problems, Artificial Neural Networks. 

1. INTRODUCTION 

Simulation of evolution problems involving different time scales is challenging and 

computationally demanding [1]. Among the existing methods for facing these problems, 

Reduced-Order Models (ROM) are a good alternative for obtaining accurate representations 

at the low time-scale impacting the high-scale dynamics. Artificial Neural Networks (ANN) 

are nowadays extensively used in many contexts as ROMs thanks to their expressivity. 

However, ANNs have a discrete nature and suffer the curse of dimensionality for 

representing discrete numerical simulations. Our aim is to use the spectral coefficients of the 

different involved fields (for instance using Legendre polynomials) as their representation 

to feed the different ANNs. One dynamical system where two different time-scales are 

involved is glioblastoma (GBM) progression in hypoxic conditions, where fast dynamics 

(oxygen diffusion) interplays with low dynamics (cell migration) [2]. GBM is the most 

common and deadly primary brain tumor and hypoxia seems to play an important role in its 

progression. We evaluate the method performance for simulating the evolution of GBM.  

2. METHODS 

We split the fast and slow dynamics of the problem in two flow operators 𝔉𝜏 and 𝔊𝜏 

depending on a marching step 𝜏 that are evaluated consecutively. The functional map 

𝕱𝝉: 𝓒∞(𝑰) →  𝓒∞(𝑰),  𝕱𝝉(𝒖) = 𝒗, is represented by 𝑭: ℝ𝒏 →  ℝ𝒏, 𝑭(𝒖) = 𝒗, where ∑ 𝒖𝒊𝝓𝒊𝒊  

and ∑ 𝒗𝒊𝝓𝒊𝒊  are truncated spectral representations of 𝒖 and 𝒗. The fast scale operator 𝕱𝝉 is 

expressed as 𝕱𝝉(𝒖) ≃ ∑ 𝑭𝒊(𝒖)𝝓𝒊
𝒏
𝒊=𝟏 , where 𝒖 = (𝒖𝟏, … , 𝒖𝒏). To build the representation 

𝑭, we use the expressiveness of ANNs. The network can be trained using high-fidelity 

simulation data or the residual of the PDE as a loss function. 

The proposed method is applied to a biological problem of interest, as it is GBM progression 

in hypoxic conditions. The cell concentration is represented by a field 𝑢 = 𝑢(𝑥, 𝑡), whose 

dimensionless evolution equation is: 

mailto:jacoboaj@unizar.es
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𝜕𝑢

𝜕𝑡
=

𝜕

𝜕𝑥
(𝑃

𝜕𝑢

𝜕𝑥
− 𝜒𝑢𝑓(𝑣)

𝜕𝑣

𝜕𝑥
) + 𝛼𝑔(𝑣)𝑢(1 − 𝑢), (2) 

where 𝑃, 𝜒 and 𝛼 are model parameters related with cell pedesis, chemotaxis and growth, 

respectively, and 𝑣 = 𝑣(𝑥, 𝑡) is the oxygen concentration. The functions 𝑓 and 𝑔 are 

activation functions that account for the role of hypoxia in cell migration and death. The 

oxygen field follows another evolution equation: 

 
𝜕𝑣

𝜕𝑡
= 𝐷

𝜕2𝑣

𝜕𝑥2 −
𝛽𝑣

𝑣+1
𝑢, (3) 

 

where 𝐷 and 𝛽 are also model parameters. Cell migration time-scale is of the order 𝑃−1 

wereas oxygen diffusion time-scale is of the order 𝐷−1. As usually 𝑃 ≪ 𝐷 and Eqs. (1) and 

(2) are coupled, so GBM evolution is an example multiscale evolution problem.  

3. RESULTS 

The approximation capacity of the methodology is illustrated in Figure. 1, where the  solutions 

obtained using numerical simulation are compared to the ones obtained by ANNs and spectral 

approximation, for four slow scale solutions. A speed-up factor of 50±10 is obtained while 

keeping a relative 𝐿2 error of (3±1)‰ for 100 different samples. 

 

Figure 1. Exacted and approximated solutions for four different slow scale solutions. 

4. CONCLUSIONS 

The combination of spectral representations with ANNs is able to accurately approximate 

solutions of partial differential equations modelling evolution systems. This enables the use 

of this technique for addressing dynamical problems with separated time-scales.  
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Abstract: The use of various rapid prototyping technologies in connection with the development of new medical products offers a 

newfound freedom of shape design that allows direct influence on the mechanical properties. Meltelectrowriting offers the possibility to 
redesign surgical meshes and their geometry, creating different geometries with different mechanical properties without changing the 
material. The adaptation of the mechanical properties plays an important role in the transplantation of medical products into a host tissue 
in order to imitate the mechanical behavior of the host tissue as well as possible. For this purpose, a large number of single wavy fibres 
and wavy fibre meshes were designed and printed using an optimised printing process to mimic the mechanical behaviour of collagen. 
The mechanical examination of the printed fibres and meshes combined with statistical experimental design methods shows a widely 
varying behavior that can imitate the most diverse host tissues as elastic soft tissues with mesh deformations up to 100% elongation and 
a Young´s Modulus ranging from 100 to 400 MPa. A adaptation of the geometry to the soft tissue of the human vaginal wall shows a 
sufficient fitting and can be improved by further adjustments of the geometry. 

Keywords: melt electrowriting; surgical mesh; pelvic organ prolapse; polycaprolactone; rapid prototyping 

1. Introduction 

The high complication rate of meshes for Pelvic Organ Prolapse (POP) shows the relevance 

of improved meshes related to their materials and structure. The research in this work focuses 

on improving the meshes by using modern technologies in rapid prototyping as 

meltelectrowriting (MEW) to produce ultrafine polymer structures that should mimic the 

biomechanical properties of vaginal tissue and find suitable materials for surgical meshes. It 

is assumed that the complex structure of the pelvic floor and the non-specific meshes with a 

structure not adapted to the pelvic floor are responsible as the main reason for the high error 

rate in surgical meshes [1,2]. For better compatibility, the surgical meshes will be made of 

biodegradable polymers, which are already widely used in medicine [3]. The surgical meshes 

are designed to mimic the mechanical behavior of the human vaginal wall. 

2. Materials and Methods 

The fibres and meshes are based on the wave-like structure of collagen fibres, which on the 
one hand ensures the elastic behaviour of the fibres and meshes and on the other hand leads 
to an auxetic behaviour of the meshes. The waves of the fibres and meshes differ in their 
amplitude and number of waves per total length of the fibres. The mathematical description 
of these waves enables the path-controlled creation of G-codes with FullControl [4]. A 
uniaxial testing machine (MultiTest-i, Mecmesin GmbH, Freiburg, Germany) with a 
clamping system is used to examinate the test. The force is determined with a 10N Loadcell. 
All tests carried out follow the same test protocol. The sample geometry is 35x10 mm strips 
for printed meshes and for single fibres 35 mm in length. The samples are clamped in their 
original stress-free state and stretched at a rate of 10 mm/min until failure. 
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3. Results 

Figure 1a shows the stress-strain behaviour for wavy fibres. The stress-strain curve can be 
divided into 3 zones (toe region, linear region and yield point). The fibres differ in their yield 
strength, yield strain, toe region and young's modulus. For sinusoidal meshes, we obtain a 
stress-strain curve for a uniaxial tensile test, which is very similar to the stress-strain curves 
of single wavy fibres and collagen fibres (Figure 1b). Even in the mesh composite, the wavy 
fibres retain their mechanical properties and resemble soft tissues in their stress-strain 
behaviour. The fibre geometry has a significant influence on the mechanical properties of 
the mesh and can be specifically controlled to mimic the mechanical behaviour of prolapsed 
vaginal tissue (Figure 1c) [5].  
 

 
Figure 1a) Stress-Strain curve for uniaxial test on single wavy fibres b) Stress-Strain curves for uniaxial test 

on wavy meshes c) Stress-Strain curve for printed wavy mesh and prolapsed vaginal tissue [5] 

4. Conclusions 

The preceding investigations show that the mechanical properties of printed fibres depend 
significantly on their geometry. The printing parameters only play a subordinate role when 
it comes to influencing the mechanical properties. In the uniaxial tensile test, wavy fibres 
strongly resemble the behaviour of soft tissues and collagen fibres in particular. By changing 
the amplitude and the number of waves per total length of the fibre, the mechanical behaviour 
of the fibre can be controlled. The displacement of the toe region and the elastic behaviour 
are decisive. The behaviour of a single fibre can also be transferred to fibre composites in 
the form of a mesh. If vertical and horizontal fibres are only connected at nodes and do not 
overlap, the mechanical properties in the vertical and horizontal directions are largely 
independent for uniaxial tensile tests. A superposition of horizontal and vertical waves leads 
to a mixing of the mechanical properties in the horizontal and vertical direction, which leads 
to a blurring of the toe region and worsens the reproducibility of the mechanical behaviour. 
Due to the large mechanical range covered by the meshes due to their different geometries, 
a good imitation of different soft tissues can be achieved by a controlled design of the fibre 
and thus of the mesh. This range can be significantly extended by using different plastics. 
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Abstract: The second stage of labor is commonly associated with childbirth trauma. To better understand

and quantify this phenomenon, finite element models are often utilized. However, models can be quite

demanding in terms of computational resources. To mitigate this issue, machine learning (ML) techniques

have been used to predict simulation outcomes. A pre-trained ML algorithm can significantly reduce the

time required to obtain the desired results. The present study aims to predict urogenital hiatus stresses

using material properties of the pelvic floor as inputs. A dataset was generated using data from 2189 finite

element simulations, and various ML models were tested. Hyperparameter tuning with cross-validation was

also implemented. The results revealed a mean absolute error of 0.627 with the Extreme Gradient Boosting

model and 0.564 with Neural Networks. This work represents a preliminary approach to predict the outcome

of childbirth simulations through the use of ML techniques. The results suggest that this approach may apply

to more complex problems. Predicting stresses or other relevant biomechanical indicators based on specific

material properties of the tissue could aid in clinical decision-making.

Keywords: Childbirth simulations, Finite element method, Machine learning, Real-time biomechanics

1 Introduction

The second stage of labor is associated with obstetric trauma during labor, leading to long-
term consequences such as incontinence and prolapse. These conditions greatly impact a
woman’s quality of life [1]. Computational models and the finite element method (FEM)
are commonly used to analyze the mechanics of labor. However, these complex simulations
require substantial amounts of time to yield desired results. Recently, researchers in the
biomechanical field have been recurring to machine learning (ML) algorithms to reduce the
time and cost of simulations [2]. This work aims to use ML models to predict the stresses on
key regions of the pelvic floor muscles (PFM) during vaginal delivery, using different input
material parameters to characterize these muscles.

2 Methodology

A dataset was created using FEM simulations of childbirth with different Martins constitutive
model (Equation 1) material properties to characterize the PFM [3].

U = c{eb
(
I
C
1 −3

)
− 1}+A{e[a(λf−1)2] − 1} (1)

The c, b and A material constants varied in specific ranges, whereas a was kept constant. A
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total of 2189 simulations were successfully completed. A dataset was created in which each
node of the pelvic floor corresponds to an observation. A total of 50 nodes of the PFM near
the urogenital hiatus were selected, resulting in a total of 109450 observations. Features
such as simulation number, node number and position, initial coordinates, and material
parameters were used for training. Five models, namely Decision Trees (DT), Random
Forest (RF), Extreme Gradient Boosting (XGBT), Support Vector Regression (SVR), and
Neural Networks (NN), were chosen for the study. A training and test set were created with
a 90/10 split, followed by hyperparameter optimization with cross-validation. The models’
performance was measured by the mean squared error and the mean absolute error.

3 Results

In the FEM simulations, the stresses of the urogenital hiatus varied between approximately
0 and 50 kPa, thus ML models must predict values within this range.

Preliminary results of the tested algorithms are presented in Table 1. Performance assess-
ment demonstrated that XGBT and Neural Networks provided the best results.

Table 1: Mean squared error (MSE) and mean absolute error (MAE) obtained for the ML algorithms used.

DT RF XGBT SVR NN
MSE 12.172 12.172 0.974 8.896 0.812
MAE 2.605 2.605 0.627 1.783 0.564

4 Conclusions

This study uses FEM childbirth simulation data to train ML algorithms for near real-time
predictions. The results obtained are promising and can be further optimized by gathering
additional data and use of alternative methods to increase the models’ performance. In a
clinical setting, identifying stress levels or other relevant indicators in the pelvic floor can
provide a patient-specific biomechanical analysis of potential delivery issues.
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Abstract: The fetal membrane is an essential biological structure to protect the fetus. Its multilayer structure 

(amnion, chorion, and part of the decidua) and its microstructure will dictate the mechanical behavior of the 

membrane throughout the gestational period. Resorting to the potential of numerical simulation, this work aims 

to access fetal membrane biomechanics, highlighting the importance of its multilayer nature. 

Keywords: Fetal Membrane; Amnion; Chorion; Constitutive Model; Numerical Simulation. 

1. Introduction 

The fetal membrane is a complex biological structure that surrounds and protects the fetus, 

[1]. It is a multilayered structure, comprising the amnion, the chorion, and part of the 

decidua. It undergoes complex microstructural changes by the end of pregnancy [2], which 

will contribute to the weakening of the tissue in preparation for delivery [3]. Several factors 

associated with the mechanical response and the microstructure of the fetal membrane 

remain unknown and few studies were performed to define an accurate constitutive model 

able to characterize its mechanics. This work aimed to analyze the biomechanics of the fetal 

membrane resorting to the finite element method.  

2. Methodology 

The inflation experimental data used to calibrate the multiplayer model was obtained by the 

Skala Lab - Morgridge Institute for Research. The calibration was performed by adjusting 

the numerical apex displacement of our finite element numerical inflation setup to the 

experimental apex displacement reported by the Skala Lab. In terms of constitutive models, 

the amnion was characterized by the modified version of the Buerzle-Mazza constitutive 

model (μo=2.4MPa, q=2.96, m5=0.463, m2=0.00228, m3=41.12, m4=1.27, N=32, v=0), 

whose properties were retrieved from the literature, except for μo, which was obtained from 

inverse finite element analysis. The chorion (E=1MPa, υ=0.41) and the decidua (E=1MPa, 

υ=0.49) were characterized by elastic linear properties. The simulation of the inflation 

mechanical test was performed according to the protocol followed by the Skala Lab. The 

maximum principal stresses were analyzed in the amnion and the chorion layers. 
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3. Results 

Figure 1 (left) illustrates the maximum principal stress distribution in the amnion and chorion 

layers at the end of the inflation simulation. The graphic represented in Figure 1 (right) shows 

the maximum principal stress evolution throughout the inflation test at the apex region of each 

fetal membrane layer. According to Figure 1, at the end of the mechanical test, the amnion layer 

exhibits a maximum principal stress value of 4156 kPa at the apex region, while the chorion only 

exhibits a value of 219 kPa. Focusing on the graphic, it is also important to highlight that the 

amnion is submitted to much higher stresses than the chorion throughout the entire mechanical 

simulation of the inflation test, highlight the mechanical dominance of the amnion. 

  
Figure 1. (Left) Maximum principal distribution in the amnion (A) and chorion (B) layers at the end of the 

simulation of the inflation mechanical test (units: MPa). (Right) Maximum principal stress evolution in the 

amnion and chorion layers throughout the simulation of the inflation mechanical test. 

4. Conclusions 

A multilayer fetal membrane model able to capture its mechanical behavior was developed 

and calibrated. To do so, a brand-new dataset was used, obtaining a great fit between the 

numerical and the experimental outcomes. Besides that, the overall behavior of the amnion 

and the chorion are also consistent with previous numerical and experimental works [4]. 
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Abstract: The female pelvic cavity is a very complex anatomical region. Pelvic dysfunction, especially pelvic 

organ prolapse (POP) and urinary incontinence (UI), have a negative impact on women's lives, and it happens 

when the support mechanisms of the pelvic cavity become fragile. Existing treatments for these disorders are 

divided into conservative and invasive. The last ones consist of surgical interventions and should be used in 

patients in whom the first treatments did not work, or when the severity of the dysfunction is high. 
This study focuses on adapting an inverse finite element analysis (FEA) to estimate the in vivo properties of 

the bladder, using a constitutive model of the female pelvic cavity and magnetic reso-nance images acquired 

at rest and during the Valsalva maneuver, for two disctint groups (continent and incontinent women). The 

bladder neck’s displacements were compared between computational simulation and magnetic resonance 

images.  

The results of the FEA showed that the bladder tissue of incontinent women have the highest stiffness 

approximately 47% higher when compared to continent women. 

Keywords: Bladder; Stress Urinary Incontinence; Intra-abdominal pressure; Material Parameters; Inverse 

Finite Element Analysis 

1. Introduction 

Urinary incontinence (UI) has a prevalence of a up to 28%, with stress urinary incontinence 

(SUI) being the most common form [1], [2], characterized by involuntary urinary leakage 

during physical strain, coughing or an increase in intra-abdominal pressure (IAP). 

Assessment of bladder neck (BN) mobility in patients with SUI is essentially clinical, 

however, the imaging techniques such as ultrasound (US) and magnetic resonance imaging 

(MRI) are used as a method for evaluating this characteristic. The outcomes of radiographic 

images have been crucial and used as input for numerical methods.The aim of the present 

study was to establish the IAP values and the in vivo biomechanical properties of the bladder 

tissue for two distinct groups (continent women and women with SUI). The numerical 

simulations of Valsalva maneuver were performed, applying the Ogden hyperelastic 

constitutive model to the bladder and also the inverse finite element analysis (FEA). 

2. Material and Methods 

this work, in order to evaluate the presence and symptoms of UI, a cohort of 11 women (n=6, 

Continent (control group) and n=5 with UI) was recruited and submitted to scanning 

magnetic resonance imaging. In order to obtain the IAP and in vivo biomechanical properties 

of the bladder in the two distinct groups (continent group (CG) and incontinent group (IG)), 
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it was adapted a 3D computational model (Figure 1A)) of the female pelvic cavity [3], that 

corresponds a nulliparous 24 years old healthy female. 

 

 

 
A) B) 

 
Figure 1. A) Computational model of the female pelvic cavity. B) Bladder and pelvic support structures impaired for 

the IG.  

3. Results 

Figure 2 presents the results of the mechanical response of the uniaxial stress-stretch 

response for the 2 groups to compare the effect of material parameters (Table 4) obtained in 

this work, compared with the experimental curve. 

 

Figure 2. Uniaxial stress–stretch response for behaviour of the bladder for the Ogden constitutive model and 

experimental data of the literature. 

4. Conclusions 

The biomechanical properties for the bladder of the Ogden constitutive model from the CG 

and IG have a difference of approximately 47% in stiffness, being greater for IG. 
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Abstract: Cancer remains a critical health concern despite multiple advances towards early diagnosis and 

alternative treatments. Breast cancer is the most common neoplasia among adult women. Early detection using 

imaging techniques, such as x-ray mammography, can increase the patient’s prognosis and 5-year survival rate. 

X-ray mammography employs breast compression to obtain a 2D image. Biomechanical models of the breast 

can assist clinicians with physics-based approaches to address critical health scenarios. In this work, a 

biomechanical breast model is presented to serve as a platform for studies on breast biomechanics. The in-

silico model includes the geometric and material definition of different breast structures: ribs, pectoralis 

muscle, fibroglandular and fat tissues and skin. To prove its applicability, a finite element analysis of a 

craniocaudal mammography setup is employed with displacement control. Taking glandularity levels from 5 

to 60% and a 50 mm compressed breast thickness (CBT), the measured compression force of 100 to 140 N is 

within the range of clinical measurements reported in de Groot (2015) for the same CBT and breast volume. 

Keywords: breast, mammography, large deformations, finite element analysis. 

1. INTRODUCTION  

Breast cancer is the most incident and the leading cause of death from cancer in adult women 

globally [1]. X-ray mammography is the gold standard for breast cancer’s early detection 

and diagnosis. This technique flattens the breast between two paddles to obtain a 2D x-ray 

projection. Higher compression levels provide a more uniform compressed breast thickness 

(CBT) and improve the differentiation between tumours and normal tissue. In clinical 

practice, the ability to employ large compression levels depends on factors such as breast 

density, size and volume and the patient’s pain resistance [2]. This work focuses on 

developing a general breast biomechanical model to be subjected to significant compression 

levels characteristic of a mammographic exam. 

2. Materials and methods 

The biomechanical model, with a breast volume between 0.20 and 0.52 dm3 [3], is composed 

of linear elastic ribs, pectoralis muscle and skin and hyperelastic isotropic adipose and fibro-

glandular tissues described by a Mooney-Rivlin formulation. Breast glandularity is ranged 

between 5 and 60% (Figure 1). The skin is meshed by shell elements and a hexahedral 

structured mesh is applied to the remaining geometries. The rib bones are locked without 

any degree of freedom and tied constraints restrict the relative motion between contacting 

surfaces. A quasi-static finite analysis of a craniocaudal (CC) compression is performed in 
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Abaqus Explicit (Figure 1). The breast model is placed between rigid analytical paddles with 

symmetric displacements. A frictionless contact is defined at the breast-paddles interface. 

 

 

Figure 1. CC compression (a) with illustration of the different layers for 5% (b) and 60% (c) glandularity. 

3. Results and discussion 

The material models and properties used enabled a realistic breast deformation, as the in-plane 

geometry enlarged by paddle compression. Additionally, the maximum principal stress in 

the skin is maximum at the contact point near the ribs (Figure 2). For a 50 mm-CBT, the 

compression force ranges from 100 to 140 N (for higher glandularity levels) which approaches 

clinical measurements [3] for the same CBT and breast volume. 

 

 

Figure 2. Breast deformation (a) and maximum stress distribution (arrow points to the maximum value) (b). 

4. Conclusions 

The model produced can accommodate large breast compressions characteristic of a 

mammography examination. Although not based on real mammogram setups, the obtained 

force approaches clinical results. Future works should include breast tumours.  
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Abstract: Many neurodegenerative diseases and pathologies (e.g. viral infections, Parkinson’s and

Alzheimer’s diseases) can damage neurons by destroying the microtubule cytoskeleton. Such a physical

damage can modify the morphology of axons leading to axonal beading, i.e. the formation of sequences

of bulges along the axon. In this talk, we present a mathematical model of axonal beading based on the

theory of continuum mechanics. Axons are described as nonlinear elastic cylinders coated with an elastic

layer representing the actomyosin cortex. Such a cortex is in active tension thanks to the action of myosin

II motors. We show that axonal beading is the result of an elastic instability induced by the coupling of

cortex contractility and microtubule depolymerization. We also discuss the numerical implementation of the

nonlinear boundary value problem. We propose a discretization based on the finite element method, where

we use a parameter continuation algorithm to compute the bifurcation diagram.

Keywords: Axon, buckling, FEM, bifurcation, mechanobiology

1 Introduction

In this talk, we present a mathematical and numerical model of axonal beading, namely
the formation of sequences of bulges. Such shape changes can be induced by Parkinson’s
and Alzheimer’s diseases, multiple sclerosis, viral infections, and many other pathologies.
Several experimental evidences show that such a morphological degeneration is correlated
with a reduction of the number of microtubules in axons [2].

2 Mathematical modelling

We describe the axon as a continuum medium, composed of an inner part, called axoplasm,
and a tubular coating, which represents the actomyosin cortex. The reference configuration
of the axon is a cylinder Ω = {X ∈ E3 | ∥X∥ < Ro}, while φ : Ω → E3 is the deformation field.
We denote by F = Gradφ the deformation gradient.

The active contraction of the cortex is modeled by means of the active strain approach: the
deformation gradient is decomposed into an active and an elastic contribution [3, 1]:

F = FeFa.

Both the axoplasm and the cortex are assumed to be incompressible and to behave as neo-
Hookean material with different shear moduli, indicated with µa and µc, respectively.

The stability of the cylindrical physiological configuration is analyzed through the method
of incremental deformations. By fixing the active stretch of the cortex and the thickness of
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Figure 1: Top: predicted morphology of a buckled axon (adapted from [3]). Bottom: beaded neurite after
exposure to Nocodazole (adapted from [2]).

the actin cortex, we find the critical stiffness ratio µ = µc/µa for which a bifurcation takes
place and the corresponding wavenumber. Thus, axonal beading can be described as the
buckling of the axon induced by cytoskeleton damage and cortex contractility.

2.1 Numerical simulations

The post-buckling behaviour of the damaged axon is investigated by using numerical sim-
ulations. The nonlinear boundary value problem is discretized by using the mixed finite
element method. The computational domain corresponds to an axial section of the axon
and we use a triangular mesh. The displacement and the pressure fields are approximated
by using P 2 − P0 elements, ensuring that the inf-sup condition is satisfied. In order to track
the bifurcation diagram, a small perturbation is applied to the mesh and we exploit a simple
natural parameter continuation algorithm. The numerical scheme is implemented using the
open-source library FEniCS.

The outcomes of the numerical simulations are in perfect agreement with the theoretical
predictions of the stability analysis and qualitatively reproduce the experimental results, see
Fig. 1.
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Abstract: Spikes are a key epilepsy biomarker showing a propagating phenomenon across large brain areas. 

The ability of different techniques, such as invasive EEG, HD-EEG, and MEG, to capture the same phenom-

enon is currently unexplored. Here, we aim to delineate the spatiotemporal propagation of spikes noninva-

sively and compare it with the invasive phenomenon. We analyzed iEEG, HD-EEG, and MEG data from 4 

children with drug-refractory epilepsy who underwent resective neurosurgery with good surgical outcome 

(Engel 1). For each patient, we reconstructed the spike propagation in the source domain with wMEM across 

the different modalities and evaluated the similarities and differences between the propagations recorded with 

the different techniques.  

Keywords: Source Imaging, Spike propagation, Epilepsy Biomarkers, Inverse Problem 

1. Introduction  

Interictal spikes are frequent and brief, high-amplitude waveforms that can be recorded 

with both noninvasive (i.e., HD-EEG and MEG) and invasive techniques (iEEG). Most 

patients with epilepsy (~90%) show spikes, and several studies have reported spike propa-

gating phenomena across the cortex. Indeed, spikes do not occur in a single contact each 

time, but they are detected by multiple contacts at a time with a specific spatial displace-

ment and temporal duration [1]. These phenomena can be tracked on the cortical surface 

with high temporal and spatial accuracy with electric and magnetic source imaging, 

providing useful clinical information regarding the underlying pathophysiology of such 

events [2]. Here, we aim to assess the spike propagation variability intra- and across mo-

dalities (i.e. HD-EEG, MEG and iEEG) in pediatric patients with drug-refractory epilepsy 

(DRE).  

2. Materials and Methods 

We retrospectively analyzed interictal intracranial EEG (iEEG) data and simultaneous HD-

EEG and MEG recordings from 4 children with DRE who had successful (Engel 1, 1 year 

after surgery) resective neurosurgery at Boston Children’s Hospital. For each modality, 

interictal spike propagations were visually detected and spatiotemporally reconstructed in 

the source domain with Wavelet Maximum Entropy on the Mean (wMEM) [3]. We used 
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the Desikan-Killiany cortical parcellation to identify the anatomical gyrus involved across 

the propagations at a specific time frame. We computed the duration, the total displace-

ment and the speed of each spike propagation. Finally, for each modality, we obtained a 

patient-specific map representing the most recurrent active area(s) involved in the propaga-

tion. 

3. Results 

We detected a total of 318 

spikes propagations for iEEG, 

202 for HD-EEG and 317 for 

MEG in 5 minutes of clean 

recordings. We found no dif-

ference in the spike propaga-

tion duration between modali-

ties (iEEG: 40 ms [20-60 ms]; 

HD-EEG: 35 ms [15-75 ms]; 

MEG: 30 ms [15-75 ms]; 

p>0.5) and no difference in the 

spatial displacement between 

iEEG and MEG (iEEG: 2 cm [1-4 cm]; HD-EEG: 4 cm [1-8 cm]; MEG: 2 cm [1-5 cm]). 

However, the HD-EEG showed higher spatial displacement than iEEG (p<0.001) and MEG 

(p<0.001) and the highest velocity of propagation (iEEG: 0.5 m/s [0.3-0.9 m/s]; HD-EEG: 1.0 

m/s [0.5-1.5 m/s]; MEG: 0.6 m/s [0.4-1.0 m/s]). The patient-specific spike maps for each mo-

dality are shown in Figure 1. Considering the iEEG as the gold standard, the MEG was always 

concordant with the iEEG, while the HD-EEG was concordant in 3 patients out of 4 and in-

volved more areas than the iEEG. 

4. Conclusions 

In this study, we provide, for the first time, a comparison between spike propagation map-

ping in invasive and noninvasive modalities, showing that noninvasive techniques may 

localize the same phenomenon recorded invasively. To better understand this phenomenon, 

further investigation is needed to confirm these findings on a wider population. 
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Figure 1. Patient-specific maps of recurrent spike regions across 

modalities. Each color is a specific gyrus in the cortical surface. 



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Flow of cerebrospinal fluid in cranial subarachnoid space: a
mathematical model

Dvoriashyna Mariia and Goriely Alain

Mathematical Institute
University of Oxford

Oxford, United Kingdom
e-mail: dvoriashyna@maths.ox.ac.uk, goriely@maths.ox.ac.uk

Abstract: Cerebrospinal fluid (CSF) is a clear, transparent fluid that bathes the brain and spinal cord. It

fills the subarachnoid space (SAS), which surrounds the spinal canal and the brain and is exteriorly lined

by the dura membrane. During the cardiac cycle, this fluid pulsates following the time varying changes of

brain volume. In this work, we study oscillatory and steady streaming CSF flow in cranial SAS in order to

understand its role in solute transport in SAS and waste clearance. We develop a theoretical model of the

flow using lubrication theory. The model suggests that steady streaming plays an important role in solute

transport.

Keywords: cerebrospinal fluid, lubrication theory, cerebral fluid mechanics

1 Introduction

Cerebrospinal fluid (CSF) is a clear, transparent fluid with water-like properties. It is pro-
duced mainly in the choroid plexus, at a rate of 25mL/hour, it flows through ventricles into
the subarachnoid space (SAS), which is a fibrous space that covers spinal cord and the brain
and it is exteriorly lined by the dura membrane (see Figure 1a). The fluid is then drained
through arachnoid villi into the saggital sinus, located at the top of the head. Apart from
the slow production-drainage flow, there is also a pulsating flow in SAS driven by arterial
pulsation: during systole, CSF flows from the cranial to the spinal SAS, and during diastole,
the flow reverses [1]. One of the roles of this flow is to contribute to the transport and
clearance of metabolic waste from the brain. Several studies have addressed CSF flow in
both spinal (e.g. analytical and numerical works [3, 4, 2]) and cranial SAS (e.g. numerical
studies of [5]). To complement existing numerical works, in this study we investigate flow in
cranial SAS using an analytical technique, lubrication theory.

2 Methods and Results

We model the SAS in spherical coordinates as a region between two radial surfaces R1(θ, ϕ, t) ≤
r ≤ R2(θ, ϕ), with 0 ≤ θ ≤ θ0 and 0 ≤ ϕ ≤ 2π, which are separated by thickness h = R2 − R1.
h oscillates periodically, following prescribed brain displacements during cardiac cycle. We
neglect the presence of the fibres in SAS and model the flow with Navier-Stokes equations for
incompressible fluid. We simplify these equations using lubrication theory since the aspect
ratio of the domain is small. We also expand the solution as a Fourier series in time, which
allows us to obtain a second-order equation for the pressure for each time harmonic.
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Figure 1: (a) Drawing of the cross section of the human brain. (b) Flow at the right half of the brain for
h = h(t), at an instant when brain expands. (c) Steady streaming flow. The r coordinate and component of
the flow are magnified by a factor of 20 for better visualisation.

For the simplified case of a spherical brain surface and spatially uniform thickness h, we
obtain the analytical solution shown in Figure 1b. As a result of these oscillations, there is a
steady streaming flow (Figure 1c). In the case of non-uniform thickness h, we obtain complex
three-dimensional flow fields with velocities of about 10−5 m/s, which are comparable to the
magnitude of production-drainage flow.

3 Conclusions

We developed and solved a model of CSF flow in cranial SAS with the use of lubrica-
tion theory. We find that steady streaming flow caused by oscillations is comparable to
production-drainage flow in SAS and thus contributes to the transport of solutes.
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Abstract: We propose a kinetic model of tumour growth considering the effects of clinical uncertainties.

Therapeutic protocols aiming at reducing the tumour’s volume are constructed by means of selective-type

controls that affect the cellular dynamics. By using statistical mechanics tools for many-agent systems, we

find that it is possible to reduce clinical uncertainties across scales. To account for the lack of clinical data

and potential errors in image segmentation, we calibrate the model using real cases of primary glioblastoma

and then we reconstruct the empirical distributions. In the end, we discuss suitable numerical methods for

uncertainty quantification in the resulting kinetic equations and we compare the effectiveness of the control

approaches in reducing the variability in tumour’s size caused by the uncertain quantities.

Keywords: kinetic modelling; tumour growth; uncertainty quantification; optimal control

1 Introduction

Uncertainty is a fundamental aspect of physical, biological, and socio-economical systems,
and should be considered in the corresponding mathematical models, formulated through
partial differential equations (PDEs), to provide a more data-oriented representation of these
phenomena. This uncertainty can be either epistemic, arising from incomplete knowledge of
the system, or aleatoric, intrinsic to the system and that cannot be reduced through mea-
surements. From a mathematical viewpoint, these uncertain quantities are considered as
random variables z ∈ Rdz , with dz ∈ N, affecting the dynamics and increasing automatically
the dimensionality of the PDEs, and leading to the well-known curse of dimensionality.

This is a particularly interesting problem in the kinetic framework: kinetic equations have
been recently employed to mimic the emergence of collective phenomena in life sciences,
see [3, 4] and the references therein. One of the main challenges in utilizing the classical
toolset of kinetic theory for these systems is the absence of first principles that define the
microscopic dynamics. Together with the lack of accurate experimental results for many
collective phenomena, this means that uncertainty is naturally embedded into the models,
and the parameters are described only as statistical information. Therefore, the study of
these problems requires the construction of numerical methods that preserve the structure
of the equations and the asymptotic state, which is often unknown. In addition, the analysis
of real data and the calibration of parameters are very important aspects for extracting
quantitative information about models.
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2 Modelling and control of tumour growth under clinical uncertainties

In [2], we develop a kinetic model of tumour growth taking into account the effects of clini-
cal uncertainties affecting the tumours’ progression. The time variation of the distribution
function is due to the elementary transitions occurring at the cellular level, taking envi-
ronmental cues and random fluctuations into account [4]. In suitable limits, the expected
cellular variations are coherent with well-known ODE-based models, i.e., the Gompertz and
the von-Bertalanffy models. The emerging distributions of the kinetic model in the presence
of uncertain quantities show slightly different behaviour: Gompertz-type growth is linked
to slim-tailed distributions, while von-Bertalanffy-type growth is associated with fat-tailed
distributions connected to a higher probability that the tumours’ volume is non-negligible.

In order to mimic the action of therapeutic protocols trying to reduce the tumours’ volume,
suitable robust selective-type controls acting at the level of cellular dynamics have been im-
plemented. This control setting is based on Boltzmann-type controls in which an optimal
control problem is solved at the microscopic level and then analysed at the mesoscopic scale
using the classical multi-scale methods of kinetic theory. In this framework, the analytical
characteristics of the asymptotic regime are analysed and it is demonstrated that the intro-
duced control, acting at the cellular level, is able to dampen the structural uncertainties at
the macroscopic/observable level.

Hence, thanks to a close collaboration with IRCCS Mondino Foundation of Pavia we estimate
the real impact of uncertain quantities in the developed model on a dataset for primary
glioblastoma. The introduction of uncertain parameters results in the previously discussed
increase of dimensionality of the resulting kinetic problem, whose equilibrium depends on
all the uncertainties introduced at the cellular level.

In this direction, several lines of research can be developed. First of all, to estimate the
parameters and design effective control strategies it may be interesting to further investigate
nonconvex optimization, which has proven to be effective for agent-based models since typi-
cally the resulting minimization problem does not have a single global minimum but rather a
number of local minima. Besides, as proposed in [1], uncertainties in the parameter defining
the growth-type model may provide more accurate results with respect to data.
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Abstract: In this talk, we present a Quantitative Systems Pharmacology (QSP) model to simulate the

mRNA vaccine-induced immunogenicity to investigate its efficacy and to support its optimization in terms

of formulation, dose and schedule finding. The resulting simulations consistently reproduce the early events

that follow an mRNA-based vaccination in both innate and humoral response, considering product specific,

cell specific and tissue specific properties.

Keywords: mRNA-vaccine, dose and schedule finding, Quantitative Systems Pharmacology (QSP), math-

ematical modeling, computational tools, drug development support

1 Introduction

At the outset of the COVID-19 pandemic, the need increasingly emerged for an efficient vac-
cination methodology, ensuring a sufficient immunogenic response as well as prompt supply,
large dose availability and low production cost. Among all proposed methods, mRNA-
vaccines proved to be good candidates in this direction: they guarantee rapid and scalable
production, while the cell’s translation machinery ensures proper protein folding and post-
translation modifications. Unfortunately, as of the early 2020, there was only limited clinical
experience with this technology; in particular, no systematic procedure existed to optimize
vaccine-induced immunogenicity, leading to a heterogeneous scenario of vaccination strate-
gies. To address this issue, several clinical studies are currently taking place worldwide, to
evaluate the efficacy of mRNA-vaccines over time, against both the primitive and emerging
virus variants, investigating the different immunogenic response observed among individuals.
An impelling future challenge is to promptly design vaccine formulations and to optimize
dosing and scheduling to best exploit the responsivity of this technology; thus, an in-depth
understanding of the processes driving mRNA vaccine-induced immunogenicity may con-
tribute to accelerating in silico its development and optimization.

2 Methods

Mathematical models and computational tools can play a crucial role in supporting best-
candidate selection. Their ability to simulate virtual populations can indeed be pivotal in
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exploring non-standard designs, and in informing vaccine formulations, dose and schedule
finding, thus eventually minimizing attrition rates. To this aim we here present a QSP
(Quantitative Systems Pharmacology) approach to model the main events following the
administration of an mRNA-vaccine, focusing on the immunogenic response. The immuno-
genicity development is described at organism level and depends on vaccine type, doses and
delivery systems. In accordance with the intrinsic multiscale nature of the phenomenon, a
molecular layer is also included to account for mRNA specific properties, potentially provid-
ing a prototype capable of simulating different scenarios tailored to product specifics. The
model extends the one presented in [1], to describe in greater detail the early events after
vaccine injection for an mRNA-based formulation. It is based on information retrieved in
literature through a text-mining procedure, to shift its design and development towards a
knowledge-oriented approach [2]. The model is defined as a system of ODEs (Ordinary Dif-
ferential Equations) that represent the whole immunogenic process, providing as endpoint
to the simulation the generated antibody titers [3], and it is calibrated on literature data
[4]. The embedded molecular layer is also defined in terms of ODEs, and it represents the
starting phase of an mRNA-based vaccination, i.e., the presentation of the mRNA-encoded
antigen by the Antigen Presenting Cells that fuel the immunogenic response.

3 Conclusions

The main tunable properties of the vaccine have been identified, and a corresponding sensi-
tivity analysis has been carried out to suggest ways to rank drug design strategies, and to
inform drug development. The resulting simulations recapitulate the main aspects of mRNA
vaccine-derived immunogenicity. They consistently reproduce the early events that follow an
mRNA-based vaccination in both innate and humoral response, considering product specific,
cell specific and tissue specific properties. Moreover, they show how in silico tools can be
employed as instruments to compare different optimization strategies, in terms of both dose
and schedule finding, in the drug development process from the early discovery stage [5].
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Abstract: We study the decohesion of cell-matrix systems, intending to highlight how the elastic properties of 

both cells and the extra-cellular matrix (ECM) modulate and drive the onset and progression of such a 

phenomenon. In this work, we particularise our research to focal adhesions (FAs), representing an integrin-

mediated structure that oversees and guides the mutual interactions between cells and the ECM. More 

specifically, FAs determine a stable mechanical linkage between the adhesion plaque and the ECM through 

integrin receptors. The former is a multi-protein complex interacting with the inner environment of a cell by 

means of stress fibres, while the latter bind the ECM ligands and form molecular bonds with them. In our 

approach, we employ a two-scale asymptotic homogenisation technique to study the multi-scale nature of FAs 

and their intrinsic heterogeneity, associated with the presence of several types of proteins within the adhesion 

plaque, the non-uniform distribution of the integrin receptors and the complex internal structure of the ECM. 

The main result of our work is the definition of effective parameters encoding the intrinsic heterogeneous 

properties of both FAs and ECM and the obtaining of suitable homogenised field equations describing the 

effective behaviour of FAs undergoing rupture. 

Keywords: focal adhesions; cell-matrix systems; asymptotic homogenisation; biological decohesion  

1. Introduction 

We specialize our study to focal adhesions (FAs), representing the basic sites by means of 

cells anchor to ECM and share chemo-mechanical signals with it [1-4]. We adhere to a purely 

mechanical model, even though other effects, such as temperature, should be considered, as 

is done in studying other biological situations [5-7]. We schematize the structure of a FA as 

a three-component system, comprising the adhesion plaque, integrin receptors and stress 

fibres [1,3,4] and we study how the elastic properties of the FAs and of the ECM influence 

the decohesion of the FA-ECM system [3,5]. In doing this, we develop a multi-scale 

approach, based on Asymptotic Homogenization [6,8].  

 

2. The model  

 

It is known that FA, ECM and integrins are typically non-heterogeneous [9] and such 

heterogeneity character is associated with length scales which are smaller than those 
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characterizing the whole FA-ECM complex. In other words, the system under investigation 

exhibits at least the co-existence of two main scales: the first one is typical of the 

heterogeneities of the components constituting the adhesion plaque, the ECM and the 

integrins, whereas the other one is representative of the system as a whole [9]. Such 

characteristic lengths, in addition, are well separated [6,8]. Accordingly, we employ a two-

scale homogenization procedure to deduce the overall mechanical behaviour of the FA-ECM 

system in the case of decohesion. By referring to the mechanical picture outlined in [3] and 

by virtue of the scale separation condition discussed above, we re-interpret it in a two-scale 

fashion [8]. This leads us to formulate constitutive relations incorporating the information 

of the micro-structure and compute homogenized or effective elastic coefficients, encoding 

the elastic properties of FAs, ECM and integrins at the scale of the heterogeneities. 

Moreover, we infer a system of local field equations, describing the point-wise equilibrium 

of the considered physical system at the micro- and micro-scale, respectively.  

 

3. Results  

 

The effective elastic parameters are obtained as the solutions of suitable cell equations, in 

the jargon of Asymptotic Homogenization [8,9], by employing standard arguments of two-

scale periodic analysis. We emphasize that the functional form of such cell equations 

depends on the considered mechanical model, describing the macro-scale mechanical 

interactions exchanged at the scale of the FA-ECM system and its decohesion, and on the 

way in which inhomogeneities are distributed at the microstructure.  
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Abstract: A balance between cell proliferation and apoptosis is vital to maintain the homeostasis and a healthy 

human body. Cell proliferation is one of the main functions of cells and is characterized by its complexity. To 

study this process, besides the traditional experimental studies, computational models and simulations are used 

and considered a useful tool which helps in the progression of scientific research in this field. The present work 

proposes a new algorithm that simulates the process of cell proliferation using the Smoothed Particle 

Hydrodynamics method to solve it. In this work, two different analyses were made: one as a calibration and 

another to validate the algorithm. Besides that, individual cells and groups of cells were considered. In these 

analyses, the evolution of the volume growth, reproducibility and, for the groups of cells, the diameter, volume 

and form of the cluster were studied. In the end, it was possible to conclude that the algorithm was capable of 

mimicking both cell growth and division, led to exponential growth in the number of cells and generated 

coherent and similar results in all simulations. 

Keywords: Numerical Simulation, Particle Method, Cell Proliferation, Cell Growth, Cell Division 

1. Introduction  

Cells have the capacity to proliferate. During the process of cell proliferation, cells grow and 

divide into two new genetically identical cells [1]. This process is quite complex and has yet 

to be fully understood. Besides the experimental studies, computational models have been 

proposed to support scientific research in this field and with them, predictions are made and 

new insights are followed [2]. To solve these models, numerical methods are usually used. 

The Smoothed Particle Hydrodynamics (SPH) method is one of the most well-known 

methods due to its simplicity and robustness in the execution of the kernel integration step 

[3]. In this work, a novel 3D non-linear iterative algorithm to simulate the process of cell 

proliferation is proposed. This algorithm is solved by the SPH and Navier-Stokes equations 

are used to derive and obtain the physical forces applied to the particles. The growth and 

division of individual cells and of a group of cells were tested and calibrated. Additionally, 

the diameter, volume and form of the group of cells were considered. 
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2. Methods 

The SPH is a particle method and so, it uses particles without a pre-established connection 

to discretize the domain. Moreover, it constructs approximation functions to approximate 

the field function. In this case, these functions are applied to the Navier-Stokes equations. 

Concerning the proposed algorithm, initial input data is given and the particle discretization 

is created taking into account the three different types of particles defined in this work. Only 

one cell is considered in the beginning and the initial velocity, internal pressure and 

acceleration of the particles are obtained. Then, the cell starts to grow until it achieves the 

double of its initial volume and divides, creating a new particle. This process repeats for all 

cells and, in all iterations, kernel functions are constructed to update the particle positions. 

3. Results 

As previously mentioned, the growth of the initial cell and the total form, volume and diameter 

of the group of cells was analysed with the aim of calibrating and verifying the viability of the 

algorithm. For all these analyses, 20 iterative simulations were run and in all of them, 7 cell 

divisions occurred. When the growth of one cell is considered, a linear volume growth pattern 

was obtained and its division occurred after doubling its initial volume. The process of division 

generated exponential growth in the number of cells, as expected, since they followed the same 

process of growth and division throughout the iterations. For all simulations, the group of cells 

generated was similar. Although the position of the new cells was never the same due to the 

randomness of the process, the forms, diameters and volumes obtained were similar. 

4. Conclusions 

With the obtained results in the different simulations, it was possible to conclude that the 

algorithm is able to emulate the process of cell proliferation of one cell and a group of cells. 

The results were suitable and coherent with what was expected and with the data present in 

the literature. Besides that, the different simulations showed the reproducibility of the 

algorithm despite the randomness associated with it. Although it is still at an early stage, the 

algorithm seems to be a promising tool to simulate this kind of process. For future work, 

new improvements should be added to produce more complex and realistic simulations. For 

example, extracellular factors that influence the process of proliferation coud be introduced. 
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Abstract: The aim of our work is the development of a mathematical model that can capture the Poynting

effect in fluid immersed poro-elastic materials in torsion, which is lacking in the literature. The mechanical

response of such a material, which consists of a incompressible, hyper-elastic solid skeleton whose pore space

is saturated with an inviscid, incompressible fluid that is the same as the exterior fluid, can be described using

mixture theory. Although both of its constituents are intrinsically incompressible, the poro-elastic material

as a whole is compressible since it may gain or lose fluid through its pores, which necessitates the inclusion

of compressibility effects in the finite hyper-elasticity analysis. Our model, a poro-elastic extension of the

monophasic, incompressible models found in anterior studies, allows one to quantify the effect of the fluid

and of the solid on the overall normal force and shows that the negative Poynting effect cannot be attributed

to the poro-elastic nature of the material. In the case of a weakly-compressible Mooney-Rivlin skeleton, we

present analytical expressions for the torque and normal force required to maintain the torsion deformation,

and we compare the predictions of our model with those obtained from finite element simulations.

Keywords: Finite Deformations, Poynting Effect, Poro-Elasticity, Fluid-Saturated Media, Mixture Theory
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Figure 1: Deformed poro-elastic cylinder with appropriate boundary conditions, in cylindrical polar coor-
dinates. Inside the cylinder there is a solid phase with volume fraction ns and velocity vs and a fluid phase
with volume fraction nf, velocity vf and pressure p. The cylinder is immersed in a fluid with velocity v and
pressure p∞. Here, σi is the sum of the fluid and solid stresses inside the cylinder.
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Abstract: We propose a peeling model consisting of a discrete lattice (the adhering layer) of elastically

interacting units connected by breakable links to a rigid layer. Based on an energy minimization approach,

we highlight the crucial role of governing parameters such as the relative elasticity of breakable and non

breakable bonds as well as the angle and magnitude of the applied force. We believe that, at di↵erent

lengthscales, the proposed model can be of interest both for describing di↵erent biological and natural

processes and for the analysis of classical adhesion and decohesion e↵ects in technological applications.

Keywords: Peeling, adhesion, non-convex energies, mechanical e↵ects

The advent of single molecule experiments opened up the possibility of studying biological
systems under di↵erent conditions of mechanical load, and it has been observed that the
role of forces is crucial in many phenomena such as in the case of focal adhesions [1] (see
Figure 1a). With the aim of understanding such complex systems under the action of
mechanical forces, both continuum and discrete models have been introduced, successfully
describing a large variety of biological problems, such as the cohesion-dechoesion asymmetry
of gecko’s pads [2], or even incorporating temperature e↵ects to predict melting transitions
in DNA [3].

In this work, following the approach in [2], recently extended to consider thermal e↵ects
in [4], we consider a prototypical model of a lattice of n elastically interacting massless
points connected to a substrate by breakable elements, as shown in Figure 1b. Di↵erently
from [2] and [4], where only displacements orthogonal to the substrate have been considered,
here we focus our attention on a fully two-dimensional system subjected to a variable force
in inclination and magnitude. While this extension complicates the analytical treatment of
the system, it is essential for the describing the fundamental e↵ect of force inclination on
the thermo-mechanical response of the decohesion phenomenon.

Specifically, the chain is made by n massless units connected each other by linear elastic
springs each with associated energy �el(Li) = 1/2 kel(Li � `0)2, with `0 the rest length, and
linked to the substrate by elasto-fragile elements with energy �p(✓i, Li) = 1/2 kp|Si (✓i, Li) |2

(see Figure 1b). Here Si(✓i, Li) is the displacement vector of the i�th element, which behaves
elastically up to a critical extension threshold |Si(✓i, Li)| = Sd, and then suddenly breaks with
the force jumping to zero. To describe this feature, we introduce an internal spin variable
�i which assumes value �i = 1 if the link is attached, and �i = 0 if the link is broken, so that
the total energy of the system reads

� ({✓i}, {Li}) =
1

2
kp

nX

i=1

h
�i |Si(✓i, Li)|2 + (1� �i)S

2
d

i
+

1

2
kel

nX

i=1

(Li � `0)
2. (1)

We analyze the thermo-mechanical response of the system when one end is anchored to the
substrate and a force F with variable magnitude and inclination is applied to the other free
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Figure 1: a) Schematic representation of an elastic thin film detaching from a rigid sub-
strate. b) Mechanical model of n elastic springs (violet curve) connected to the substrate by
breakable units (orange curve).

end. We study the e↵ects of such parameters, including also the relative sti↵ness between the
adhering and adhesive layers kel/kp and the role of temperature. Indeed, within a Statistical
Mechanics framework, we define the canonical partition function of the system

Z =

Z

R2n

e��[�(✓i,Li)�F�]d✓1 . . . d✓ndL1 . . . dLn (2)

where � is the total displacement conjugate to the applied force F and � = 1/(kBT ), with kB
the Boltzmann’s constant and T the absolute temperature. Thus, it is possible to evaluate
the temperature e↵ects on the expectation values of physical observables, on the relation
between the force experienced by the system and �, the role of the mechanical parameters
and, finally, analyze the temperature-dependent decohesion phenomenon.
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Abstract: We propose a mathematical model of multicellular aggregates and we specialise it to the case of

uniaxial compression-release test. The multicellular aggregate is studied as a hydrated soft porous medium,

in which we distinguish a solid phase, consisting of the overall contribution of the cytoskeleton, intracellular

�uid and protein �laments, and a �uid phase that is constituted by the interstitial �uid. In particular,

the behaviour of the solid phase is in�uenced by the phenomenon of remodelling, which is the process of

reorganisation of the internal structure in response to the external compression. The �uid is assumed to be

macroscopically inviscid and to be in Darcian regime. Finally, we formulate a contact problem to solve the

exchange of mechanical interaction between the plates of the experimental apparatus and the multicellular

aggregate. An evaluation of the in�uence of remodelling on �uid dynamics is carried out by considering

both remodelling-independent permeability tensor and a dependent one. Our numerical simulations show

an interplay between the �uid motion and the onset of remodelling, both for a direct and indirect coupling.

In particular, the relation between the relevance of the coupling between the remodelling and the �ow and

elastic, hydraulic and remodelling parameters are investigated.

Keywords: Multicellular aggregates; Remodelling; Poro-plasticity; Contact problems.

This contribution is taken from [1] and concerns the modelling of multicellular aggregates,
which can be thought as an ideal case of study for obtaining a better understanding of
the underlying mechanics of tumors, for example [5]. Tumors interact remarkably with the
environment surrounding them through biological processes of di�erent nature and, in the
early stages of their formation, the mechanical interactions take on a prominent role [2]. This
motivates the study of simpler biological systems, like multicellular aggregates. A relevant
framework for studying remodelling in multicellular aggregates is put forward in [6], in order
to give a comprehensive mechanical description of the experiment.

1 Extended abstract content

A variety of modelling strategies for multicellular aggregates is present in the literature,
depending on time and space scales. Since our purpose is the modelling of a compression-
release experiments that lasts for minutes, we regard them as saturated biphasic media,
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in which we distinguish a solid phase, which can undergo remodelling, and a �uid one
(interstitial �uid), thereby fully reconsidering the model presented in [3]. Moreover, we
request the mass and momentum balance of both phases and, for remodelling, we write an
evolution law for the remodelling tensor based on a �ow rule of Perzyna-type. The �uid
phase is described in terms of Darcy's law, so that the motion of the �uid is known once
the equation for the pressure �eld is solved, whilst the solid phase is isotropic, hyperelastic
and subject to remodelling. In the summary of the model, σ(sc) is the Cauchy stress tensor
of the solid phase, v(s) the velocity �eld of the solid phase, ag the force density related to
gravity, ρ the density of the mixture, %(f) the density of the �uid, p the pressure �eld, k the
permeability tensor, be the remodelling tensor, γp concerns the triggering of the �ow rule, g
the metric tensor:

div v(s) − div[k(gradp− %(f)gag)] = 0, in B(t), (1)

div(−pg−1 + σ(sc)) + ρag = 0, in B(t), (2)

Lbe = −2γpbeg devσ
(sc), in B(t). (3)

The plates of the experimental apparatus that compress the aggregate are modelled sepa-
rately. We then prescribe appropriate boundary conditions for both the aggregate and the
plates. In particular, a contact problem is formulated in the regions of the aggregate that
are pressed by the plates [1, 3].
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Abstract: In an effort to enhance the durability of implants, especially oral implants, in-silico models proove

to be a useful tool in supporting in-vitro and in-vivo experiments. To get accurate results from these in-silico

models, the mathematical description needs to be physically and thermodynamically sound. By basing the

mathematical description on the Hamilton principle, the presented model fulfills the first and second law of

thermodynamics automatically. In literature, the second law of thermodynamics is often disregarded with

biological growth models. In addition, the model combines the volumetric modeling approach with a density

based one. The results show a good phenomenological agreement with what to be expected from growing

biofilm.

Keywords: Biofilm growth, Multi-physics, FEM, Hamilton principle

1 Introduction

Inserted implants are always surrounded by biofilm forming microorganisms. These biofilms
can become troublesome and can lead to implant failure. To prevent biofilm creation on
implants, in-silico models are a cost effective way to provide data. Successful in-silico models
need a sound physical foundation to be reliable. Prominent models in literature cannot
show that the dissipation of energy in the system is positive disregarding the second law of
thermodynamics. The model presented in this work is based on the Hamilton principle which
grounds the model on the first and second law of thermodynamics. For further explanations
on the extended Hamilton principle, the reader is refered to [1].

2 Mathematical model

The two main assumptions of the models are that growth and remodelling strongly impacts
the energies of the biofilm and that the energy is transported by the nutrients. The growth
state variable is introduced as ϕ(x) ∈ [0, 1], where ϕ = 1 is considered fully dense and ϕ = 0 the
absents of biofilm. Intermediate states are interpreted as partially dense biofilm. Equation
1 shows the weak form of the governing equation for the growth state variable. It consists of
four terms: the change of density, a diffusion term, a term which links the growth parameter
α to the density and a source term. The source term determines the direction of growth
by the product of the gradient of the density and the normalized gradient of the nutrient
concentration c: ∇c = ∇c

∥∇c∥ . It is scaled by the factor Rs and the Monod equation with the
material parameters k1 and k2.

δGϕ =

∫
Ω

(ϕ̇+ β ∇2ϕ+ kαα+ Rs
k1c

k2 + c
∇ϕ · ∇c)δϕ dV = 0 ∀δϕ (1)
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The weak form of the governing equation for the nutrients is presented in equation 2. The
first two terms are equivalent to equation 1, the third term is a sink term modelling the
consumption of nutrients by the microorganisms. The consumption factor g is assumed to
be constant.

δGc =

∫
Ω

(ċ+ D ∇2c+ gϕ) δc dV = 0 ∀δc (2)

Lastly, the strain energy function in equation 3 completes the model. The first term enforces
incompressibility of the biofilm with the Lagrange parameter p, which is interpreted as
hydrostatic stress. The second term describes the energy of the mechanical body of the
biofilm.

Ψe(F,F
−1
g ) = p (det(Fe)− 1) + ϕ2µ

2
tr(C̃e − 3) (3)

Figure 1 shows the end of a simulation where the biofilm started as a small ball in the center
of the discretized cube and the nutrients are located in one corner. It can be observed that
the biofilm growth in the direction of the nutrients, as intended by equation 1.

Figure 1: Capped isosurface of the growth state variable
ϕ with a value larger than 0, 878. The growth towards
the corner with the nutrients is easily identifiable.

3 Conclusion

With the described approach, it was possible to combine volumetric and density based
growth equation into one coherent model. Additionally, this model is based upon the first
and second law of thermodynamics. It shows good qualitative agreements with what to be
expected from a growing biofilm. In the future, the material parameters have to be selected
for specific bacteria in order to compare the simulation result to in-vitro experiments.
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Abstract: Materials with negative Poisson’s ratio belong to the so-called auxetic material class: they display

exotic properties such as contraction/expansion in all directions under uniaxial compression/tension. They

are found in a wide range of applications in robotics, and in structural, aerospace, and biomedical engineering.

Hence, understanding their stability/instability response is essential for their design. We illustrate how

spatial variations in the material properties of an auxetic membrane affect the type of instability experienced

(snap-through, wrinkling and necking) under various loading conditions. To describe wrinkling, we employ

a relaxed strain energy function, and we show that material inhomogeneities can be tailored to specify the

locations and patterns of wrinkling in auxetic membranes. Using membrane theory, we also derive universal

insights for inflated isotropic auxetic membranes, and we corroborate the theoretical insights with Finite

Element (COMSOL) simulations. These results will help the deployment of functionally-graded auxetic

membranes, for applications where inflated or laterally pulled membranes may be morphed and corrugated

on demand.

Keywords: Auxetic membranes, Functionally-graded materials, Relaxed strain energy, Wrinkling, Necking

(a) (b)

Figure 1: (a) Wrinkling profiles (grey) in a quadrant of a circular membrane with increase in the traction
load. (b) Necking (blue) vs Wrinkling (black) in inflated circular membrane.
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Abstract: In this talk a hybrid model for collective cell migrations will be presented. The approach is

numerical, based on finite difference simulations and sensitivity analysis of the main model’s parameters.

Keywords: Mathematical biology, Cell migration, Microfluidic chip, Finite difference numerical scheme.

1 Overview of the talk

During the last decades, mathematical modeling has become a powerful asset to explore
biological phenomena and to detect obvious but also hidden mechanisms that might not
have been known previously based solely on experiment observations. Among the many
applications of mathematical modeling in biology, it is of great importance the study of cell
migration, which consists of the directed movement of a single cell or a group of cells in
response to chemical and/or mechanical signals.
In this talk, we explore a hybrid mathematical model based on an Organ-on-chip experiment
using a discrete in continuous approach to mimic immune cells(ICs) migration towards tu-
mor cells(TCs).
Organ-on-Chips (OOC) are recently-developed microfluidic chips that simulates the activi-
ties, mechanics and physiological response of an entire organ or an organ system. This allows
microfluidic chips to reproduce in vivo systems on an in vitro system.
The work presented here refers to the experiments of Vacchelli et al.([4], [3]), where time-
lapse imaging of microfluidic cocultures was performed to visualize motility patterns and
interactions between chemotherapy-treated cancer cells and immune cells carrying different
genetic variants of the FPR1 gene.
In [1], a fully macroscopic mathematical partial differential equation (PDE) model was con-
sidered, both for the chemical gradient, which is seen as an average field, and for the density
of ICs. Our approach is hybrid: discrete for the particles and continuous for the molecular
level involving the concentration of the chemical signal released by TCs in the environment.
The advantage of a multiscale approach is twofold: on the one hand, we can turn our gaze
within the chip and look at immune cells like single entities whose movement is ruled by spe-
cific forces. On the other hand, the presence of cancer cells involves the release of chemical
substances that must be interpreted as an average on the space, hence naturally involving
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a macroscopic scale of description. The model couples a reaction-diffusion partial differen-
tial equation describing the evolution of the average substances released by the TCs in the
tumor micro-environment with a particle model. In particular, the dynamics of each IC are
modelled by means of ordinary differential equations (ODE) in such a way that every cell
can be followed individually. Since the motion of ICs is driven by chemotaxis, the migra-
tory activity is regulated by a chemotactic term which allows them to sense the gradient of
the chemicals in the tumor neighbourhood and by mechanical interactions occurring among
cells.
The model improves previous works of the literature considering an additional alignment
term influencing the ICs dynamics. In particular, we assume that the force acting on every
particle is a weighted average of the differences of its velocity with those of the neighbouring
particles. Moreover, the model accounts for a stochasticity component related to the motion
of TCs cells, which are not fixed but their positions slightly change over time according to
a Brownian motion.
Considering the variety of the model, multiple rigorous numerical schemes have been adapted
or developed in order to simulate the coupled model. For the dynamics of the ICs, expressed
by ODE, an IMEX(implicit-explicit) approach has been developed to combine an implicit
scheme for the stiff components with an explicit scheme for the nonstiff components. For the
chemical signal, expressed by PDE, a central difference scheme has been applied in space,
while a θ−method has been adopted in time.
A sensitivity analysis of the main model’s parameters will be presented, especially for the
ones that cannot be measured on experimental basis. Several numerical simulations will
be shown in order to investigate the effect of the different interactions on the overall dy-
namics. The obtained numerical results show a good level of agreement with the observed
phenomena.
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Abstract: We propose a non-local model for studying the twofold way effect of the extracellular matrix

on polarization and speed of motion of the cells. Precisely, we model contact guidance and steric hindrance

depending on this single external cue. Starting from a microscopic description of the stochastic cell re-

orientation mechanism, we formally derive the corresponding kinetic equations for cell collective motion and

its possible macroscopic limits in the appropriate regime. We test our model in several scenarios, comparing

its outcomes with experimental results and showing its potential applicability.

Keywords: Non-local model, Kinetic transport equations, Steric hindrance, Contact guidance

1 Introduction

In several physiological and pathological situations, cells perform directed motion in response
to external stimuli by sensing the environment with their membrane protrusions. Precisely,
several biochemical and biophysical cues may give rise to direct migration towards specific
targets. This defines a multi-cue environment in which cells have to sort and combine
different, and potentially competitive, stimuli. In this work, we focus on the influence of the
extracellular matrix (ECM), developing a non-local model for cell migration where a single
cue has a twofold way effect on movement. Precisely, we analyze how this single cue can
affect the polarization and speed of motion of the cells, looking at the interplay between
contact guidance and steric hindrance.

2 Extended abstract content

Starting from the work in [1, 2], we aim at describing the effects of two different processes,
both depending on the ECM, on the speed and the polarization of the cell. We consider a
statistical description of ECM, given in terms of its macroscopic density and statistical dis-
tribution of the fiber direction, both non-locally evaluated. Precisely, the former is assumed
to affect cell speed, the latter modifies cell direction, while the non-locality allows us to take
into account the extension of cell protrusions, which are a great determinant of cell behavior
in the presence of strongly heterogeneous or anisotropic environments [3].
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We firstly state a microscopic discrete in time stochastic process to describe the underlying
cell re-orientation mechanisms. From it, taking advantage of classical tools of kinetic theory,
we formally derive the corresponding kinetic model that implements exactly the microscopic
dynamics and we obtain the related macroscopic equation in the appropriate regime on the
basis of the observed experimental parameters. Then, we numerically test our model in
several scenarios, using it to obtain both quantitative and qualitative results. Precisely, we
investigate the minimal microscopic mechanisms that are necessary to reproduce specific
cell dynamics by comparing the outcomes of our model with experimental results related
to breast cancer cell migration. Moreover, we use it to mimic the invasion of breast cancer
cells from an aggregate into the collagen, according to the experiments presented in [4], and
comparing the results of the microscopic, kinetic, and macroscopic models. An example of
the results obtained in this case is shown in Figure 1. Finally, we show the model potential
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Figure 1: Mean squared displacement (MSD) comparison (left plot) and profile solutions (right plot)

applicability in the case of a heterogeneous environment with an interface dividing regions
with different collagen densities and/or fiber alignment.

References

[1] Loy N, Preziosi L. Kinetic models with non-local sensing determining cell polarization
and speed according to independent cues, J Math Biol, 2020; 80(1):373–421.

[2] Loy N, Preziosi L. Modelling physical limits of migration by a kinetic model with non-
local sensing, J Math Biol, 2020; 80(6):1759–801.

[3] Han W, Chen S, Yuan W, Fan Q, Tian J, Wang X, Chen L, Zhang X, Wei W, Liu R, Qu
J. Oriented collagen fibers direct tumor cell intravasation. PNAS, 2016;113(40):11208–
13.

[4] Tien J, Ghani U, Dance YW, Seibel AJ, Karakan M, Ekinci KL, Nelson CM. Matrix
pore size governs escape of human breast cancer cells from a microtumor to an empty
cavity. Iscience, 2020;23(11):101673.



VII ECCOMAS Young Investigators Conference
YIC2023

19-21 June 2023, Porto, Portugal

Privacy and Cooperation in Multi-Agent Distributed Systems

Fioravanti Camilla∗ and Oliva Gabriele∗

∗ Department of Engineering
University Campus Bio-Medico of Rome

Via Alvaro del Portillo, 21 - 00128 Roma, Italy
Email c.fioravanti@unicampus.it, g.oliva@unicampus.it

Abstract: Distributed agreement dynamics have always played a predominant role in the context of artificial
multi-agent systems, as they allow an overall result to be achieved on the basis of partial exchanges. However,
when considering modern application contexts in which agents also have competing interests, the dynamics
of cooperation involving the constant sharing of information, typical of consensus-type algorithms, clash
with each agent’s need to preserve the privacy of its initial conditions. In addition to this, another emerging
problem concerns possible break-in attempts by third parties and the destructive influence these have on
the collective dynamics of the agents. Consequently, the implementation of algorithms that can effectively
achieve the agreement while preserving privacy and protecting the network from external incursions becomes
a matter of paramount importance. The contribution aims to provide a control theoretical analysis of the
matter at hand, including a simulation campaign to illustrate the effectiveness of the proposed techniques.

Keywords: Consensus Algorithms, Distributed Algorithms, Multi-Agent Systems, Privacy Preservation

1 Introduction

In the context of distributed multi-agent systems, one of the main requirements is the achieve-
ment of a global agreement, based on the knowledge that each agent has of its own state
and that of its neighbors. Distributed agreement algorithms such as consensus [1] represent
a powerful framework to compose different pieces of information, with important applica-
tions ranging from noise reduction to distributed estimation and mobile robot coordination.
Though effective, such methods suffer a lack of guarantees in terms of privacy preservation, in
that agents exchange their states, thus sharing potentially sensitive information with their
neighbors. This aspect becomes especially relevant when the agents have concurrent or com-
peting interests, as in the context of Industrial Internet of Things (IIoT) networks, where
the information handled is particularly sensitive. Placing ourselves in the case where agents
exchange sensitive data on the network, another issue we must take into account concerns
the possibility of eavesdropping or external intrusion by third parties, which can potentially
compromise if not destroy the agreement.

2 Proposed Approach

Let us consider a network of n agents, interconnected by a graph G = {V,E}. Suppose each
agent i holds an initial condition wi(0) = wi0 and is designed to interact with its neighbors
according to the protocol

ẇi(t) =
∑

j∈N in
i

(wj(t)− wi(t)) . (1)
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(a) (b) (c)

Figure 1: (a) Graph topology. (b) Temporal evolution of the hidden states wi(t). (c) Temporal
evolution of the augmented states x̄i(t).

It is well known [1] that, if G is directed and strongly connected, then the agents asymptoti-
cally reach an agreement such that limt→∞ w(t) = 1nξ

Tw(0), whereby all the agents reach con-
sensus to a weighted average of their initial conditions, where the weights correspond to the
entries of ξ, the left eigenvector of the Laplacian matrix of G. Starting from this interaction
rule, we developed a consensus strategy [2] that relies upon state augmentation and coordi-
nate shifts and allows legitimate agents to securely interact with each other while avoiding
disclosing their states wi(t) and the consensus value to malicious listeners. Specifically, with
the aim to mask the consensus process, each agent maintains and exchanges (according to
an interaction rule equivalent to the one in Eq.(1)) an augmented state xi(t) ∈ Rm obtained
by the use of a transformation matrix Ti ∈ Rm×m that allows the state’s coordinates to shift
and the change of its dimensions

Tixi(t) =

[
qT
i xi(t)

Qixi(t)

]
=

[
wi(t)

∗

]
. (2)

Figure 1 reports the hidden and visible evolution of the agents’ state variables, obtained
by simulating the application of our algorithm. Notably, as shown in Figure 1b, the agents
successfully compute the intended weighted average while hiding their states wi(t). We
complement our framework by providing an additional layer of protection against honest but
curious legitimate agents, preventing them from gaining insights into the initial condition
of their peers. To this end, we have developed several strategies, based on the addition of
disturbance signals [2] or chaotic components [3] to each agent’s hidden state.
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Abstract: We consider control strategies for large–scale interacting agent systems under uncertainty. The

particular focus is on the design of robust controls that allow to bound the variance of the controlled system

over time. To this end we consider H∞ control strategies on the agent and mean field description of the

system. We show a bound on the H∞ norm for a stabilizing controller independent on the number of agents.

Furthermore, we compare the new control with existing approaches to treat uncertainty by generalized

polynomial chaos expansion. Numerical results are presented for one-dimensional and two–dimensional

agent systems.

Keywords: Collective agent-based dynamics, mean-field equations, uncertainty quantification, stochastic

Galerkin, H∞ control

1 Extended abstract content

We consider the mathematical modelling and control of phenomena of collective dynamics
under uncertainties. These phenomena have been studied in several fields such as socio-
economy, biology, and robotics [1, 5]. Those particles interact according to a possibly non-
linear model, encoding various social rules as attraction, repulsion, and alignment. Un-
derstanding the impact of control inputs in such complex systems is of great relevance for
applications [3, 7]. Further, the introduction of uncertainty in the mathematical modelling
of real-world phenomena seems to be unavoidable, since often at most statistical information
of the modelling parameters is available [2].

Here, we are concerned with the robustness of controls influencing the evolution of a collective
motion of an interacting agent system under external uncertainty. More precisely, we consider
the control of high-dimensional dynamics accounting N agents with state vi(t, θ) ∈ Rd, i =
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1, . . . , N , evolving according to

d

dt
vi(t, θ) =

N∑
j=1

aij(vj(t, θ)− vi(t, θ)) + ui(t, θ) +

Z∑
k=1

θk , vi(0) = v0i , (1)

where A = [aij ] ∈ RN×N defines the nature of pairwise interaction among agents, and θ =

(θ1, . . . , θZ)> ∈ RZ×d is a random input vector with a given probability density distribution on
Z as ρ ≡ ρ1⊗ . . .⊗ρZ . The control signal ui(t, θ) ∈ Rd is designed to stabilize the state toward a
target state v̄ ∈ RN×d, and its action is influenced by the random parameter θ. Of particular
interest will be controls designed via minimization of linear quadratic (parametric) regulator
functional such as

min
u(·,θ)

J(u; v0) :=

∫ +∞

0

exp(−rτ)
[
v>Qv + νu>Ru

]
dτ, (2)

with Q positive semi-definite matrix of order N , R positive definite matrix of order N and r

is a discount factor. In this case, the linear quadratic dynamics allow for an optimal control
u∗ stabilising the desired state vd = 0, expressed in feedback form, and obtained by solving
the associated matrix Riccati equations.

In order to assess the performances of controls, and quantify their robustness we propose
estimates using the concept of H∞ control [6]. Here we will study an approach based on the
derivation of sufficient conditions in terms of linear matrix inequalities (LMIs) for the H∞
control problem. In this way, consensus robustness will be ensured for a general feedback
formulation of the control action. Additionally, we consider the large–agent limit and show
that the robustness is guaranteed independently of the number of agents.

Furthermore, we will discuss the numerical realization of system (1) employing uncertainty
quantification techniques [4]. The methods, here developed, make use of the stochastic
Galerkin (SG) for the microscopic dynamics while in the mean-field case we combine SG in
the random space with a Monte Carlo method in the physical variables.
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Abstract

The proliferation of fake news, which aims to manipulate individu-
als’ perceptions of facts, has become a pressing concern in many demo-
cratic societies. To understand this phenomenon, we adopt a compart-
mental approach inspired by epidemiology and present two distinct
kinetic models. Our focus is on how factors such as competence and
learning influence the dissemination of misinformation, and how they
contribute to the polarization of opinions within closed online commu-
nities. Both models allow us to study the spread of fake news through
the lens of Fokker-Planck type surrogate models, which are then solved
using a structure-preserving numerical scheme.
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Abstract: Percutaneous coronary intervention (PCI) is a minimally invasive procedure wherein the plaque

built up within the coronary arteries, as part of an inflammatory pathosis termed atherosclerosis, is com-

pressed against the coronary arterial walls using balloon angioplasty, and subsequently, a supporting scaffold

called a stent is placed to restore normal blood flow within the coronary artery. Endothelial denudation and

overstretch injuries caused during the PCI procedure kick start various signaling cascades within the arterial

wall resulting in uncontrolled tissue growth and formation of obstructions to the blood flow. The condition

is termed in-stent restenosis and the mechanism associated is called neointimal hyperplasia. Although the

advent of drug-eluting stents (DES) was expected to eradicate the occurrence of restenosis, the probability

of its occurrence remains statistically significant. This is suspected mainly due to the growth-inhibitory

mechanisms acting indiscriminately on the smooth muscle cells as well as the endothelial cells, delaying the

healing of the endothelium. The current work is thus aimed at extending the modeling framework devel-

oped by the authors to include the spatiotemporal effects of endothelium recovery in the arterial wall and

to thus capture the pharmacokinetics and pharmacodynamics of drug elution from the stent surfaces. The

extended high-fidelity model could then serve as an in silico tool for interventional cardiologists to tune DES

implantation parameters including stent overtstretch, drug load on the DES as well as the post operative

therapeutic regimens.

Keywords: in-stent restenosis, drug-eluting stents, smooth muscle cells, endothelial cells, pharmacokinetics,

pharmacodynamics
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ABSTRACT

Introduction. Haemodynamics simulations of the human arterial system are seen as a potential tool
to answer open questions about the initiation and progression of vascular diseases. Diseases, such as
Intracranial Aneurysms (IA), pose a special challenge due to their delicate location and the lack of
measurements to enrich simulations [1]. One of the necessary components to obtain physiologically
accurate flow profiles is adequately simulating the peripheral flow surrounding the region of interest.
To further develop this topic, this study assesses the influence of different 3D domain extensions on IA
haemodynamics.

Methods. The three geometries of the Circle of Willis are investigated, each harbouring at least one IAs.
The segmented geometries are varied progressively by reducing their spatial extension, yielding three
levels of depth. In each case, the incompressible Navier-Stokes equations are solved numerically using
a variational multiscale type finite element discretization [2]. The naturally occurring shear-thinning
rheology of blood is mimicked through the Carreau-Yasuda model. Outlet boundary conditions are
derived from the Principle of Minimum Work and transformed into pressure conditions. The results are
compared by inspecting the flow structures and common risk indicators, such as the Wall Shear Stress
(WSS) and the oscillatory shear index.

Results. Results show that locally constrained arterial trees can in some cases lead to considerable dif-
ferences in flow patterns, even in qualitative terms. The alterations of the flow are consistent with the
changes of fluxes at the aneurysm’s bifurcation and are therefore highly case-dependent. The WSS ac-
cordingly changes in magnitude and location following the change of the primary variables. Oscillatory
shearing is mostly present in low WSS regions of the dome and is traced back to the chaotic intralobular
flow patterns.

Discussion. Presented results show that the choice of domain extension can be of importance in some
cases and thus should be considered. IAs located at either of the posterior communicating arteries have to
be treated carefully since no general boundary condition model for this vessel type has been established
by the research community. The work confirms that simulation parameters, such as the size of the
domain, can cause considerable inter-patient variability [3] and should be treated following a unified
strategy.
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ABSTRACT

Introduction. Intracranial Aneurysms (IAs) are pathological dilations of arteries that bear the risk of
rupture and subsequent subarachnoid haemorrhage. When diagnosed, they raise the question of a poten-
tial clinical intervention, which also entails a non-negligible threat. As a result, risk-evaluation tools are
required to assess IAs’ stability and aid physicians in their decision-making process. For this purpose,
methods based on Computational Fluid Dynamics (CFD) have been developed to provide patient-specific
indicators. However, CFD simulations of haemodynamics rely on multiple hypotheses and sources of
error. Among them, the rigid wall assumption is mostly employed. Arterial tissue is commonly re-
garded as fully rigid and only a few research studies consider elastic or hyperelastic modelling with
fluid-structure coupling. The scarce literature covering Fluid-Structure Interaction (FSI) in IAs mostly
investigates complex patient-specific geometries [1]. This, along with different modelling assumptions,
undermines comparisons between studies, thereby limiting the progress in the field. Idealized geometries
of IAs have been investigated through CFD simulations [2], showing the impact of various geometrical
parameters on the resulting haemodynamics. However, simple test cases are still missing for studying
the FSI-related phenomena in a more controlled manner.

Methods. We introduce an idealized sidewall aneurysm geometry for simulating the interaction be-
tween a solid membrane and the impinging blood flow arising from a curved artery. The simplicity of
the proposed case offers a perfect environment to assess the system’s sensitivity with respect to a large
span of physical parameters. Of particular interest are the vessel material properties and wall thick-
ness, which vary substantially among previously published studies. We introduce our FSI simulation
framework, which is based on a finite-element strongly-coupled partitioned approach that relies on an
Arbitrary Lagrangian-Eulerian (ALE) formulation for the fluid and an updated Lagrangian solid solver
further described in [3]. The incompressible Navier-Stokes equations are solved using a non-Newtonian
blood rheology model and typical haemodynamic metrics such as the Wall Shear Stress (WSS) and the
Oscillatory Shear Index (OSI) are computed in the different investigated configurations.

Results. Focus is drawn on the impact of physical and geometrical parameters of the simplified model on
the measured WSS and OSI, metrics classically associated with aneurysm growth and rupture. By com-
paring the FSI simulations with a CFD reference case, we evaluate the limits of the rigid wall assumption.
FSI modelling proves relevant when the arterial compliance is high enough to trigger a strong interac-
tion with the fluid flow, thus altering its circulation. The presented results give a first insight towards
the identification of aneurysm phenotypes, which would suffer the most from the rigid wall assumption
when modelling the pathology.
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Discussion. The few publications reporting FSI simulation results for IAs investigate complex patient-
specific geometries and employ a broad spectrum of physical parameters. The influence of these param-
eters on the obtained results has barely been assessed, although publications have reported that IAs may
demonstrate a wide range of mechanical properties and thickness profiles, due to biological phenom-
ena associated with their formation and growth [4]. Although the analysis of patient-specific aneurysms
stands as our ultimate research goal, we think that simple trends have to be underlined on rudimentary
test cases such as the one introduced here in order to get a better comprehension of the FSI modelling
relevance.
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Abstract: In this study, we focus on developing a reduced-order model to understand the most significant

morphological parameters influencing FL thrombosis in Type B Aortic Dissection using a combination of the

thrombus formation model and global sensitivity analysis. The results provide valuable insights into how

various morphological parameters influence FL thrombosis. Additionally, by introducing non-dimensional

parameters, we aim to enable the ability to transfer results between patients. The sensitive parameters

identified in this study play a crucial role in classifying morphologies into a patent, a partially thrombosed,

and a completely thrombosed FL. Specifically, a polynomial chaos expansion (PCE) is used to create a

reduced-order model that can be used for further analysis and optimization, leading to a more efficient and

accurate understanding of TBAD.

Keywords: Aortic dissection, Thrombus formation, Global sensitivity analysis, Morphological parametriza-

tion, Thrombus classification

1 Introduction

Type B aortic dissection (TBAD) is a relatively rare medical condition with a high mortality
rate in which a tear in the intimal layer of the descending part of the aorta allows blood
to flow between the layers of the aortic wall, causing them to separate. This creates a false
lumen (FL) that originates in the descending aorta and may expand into the abdomen as the
disease progresses. The FL can also extend into the thorax, leading to aortic regurgitation,
myocardial ischemia, and even heart failure. In some cases, the FL can also extend into the
aortic arch, leading to cerebral and spinal ischemia. In most cases, one or more ’re-entry’
tears form an additional path for blood flow between the true lumen (TL) and the FL.
This creates a dynamic environment that can lead to an unstable and rapidly progressing
dissection [1, 2].

Since TBAD is associated with late adverse events such as aortic rupture, rapid aortic growth,
aneurysm formation, and organic and limb ischemia, it requires regular medical monitoring,
which remains a challenge despite recent advances in clinical practice. A significant predictor
for late dissection-related deaths and re-treatment of the descending aorta is the FL status,
which refers to the amount of thrombus in the FL. The FL status is classified as patent
(thrombus free), partially or completely thrombosed. A complete thrombosis in the FL can
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slow down or stop the dissection progression, and it is associated with the lowest FL growth
rates and the best outcomes in terms of survival and morbidity.

A global sensitivity analysis is applied to the FL thrombosis status computed in a parametrized
2D idealized aortic morphology. This analysis aims to determine the relative importance of
the different input variables on the model output. A reduced-order model can be created
that only includes the most significant variables by identifying the most sensitive variables.
This reduced-order model can then be used for further analysis and optimization, leading to
a more efficient and accurate understanding of TBAD. The sensitivity analysis is performed
by formulating a surrogate model, such as the polynomial chaos expansion (PCE), that can
be used to create a reduced-order model. The PCE is a mathematical technique that ap-
proximates the output of a computational model with a series of polynomials. This approach
can be used to significantly reduce the computational cost of the model while preserving its
accuracy [3, 4].

The sensitivity analysis revealed the most significant morphological parameters influencing
FL thrombosis in TBAD. These results were used to classify morphologies based on the
likelihood of developing a patent, partially or completely thrombosed FL. By using dimen-
sionless numbers, we can transfer the results between patients, accounting for variations in
aorta sizes and individual patient differences. The results can contribute to medical diag-
nostics and patient prognosis, helping accelerate prevention and therapy planning, especially
for high-risk patients [5].
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Abstract: Aortic dissection is a life-threatening condition, characterized by the abrupt formation of a new

parallel flow channel, the false lumen. Degeneration and aneurysm formation of the false lumen in the chronic

phase of the disease are the main cause for late complications and death [Fleischmann, 2022]. The interplay

between anatomic remodeling, hemodynamics and wall stress over the course of the disease are not yet well

understood. We present a numerical framework to investigate the evolution of a patient’s aortic dissection,

captured by surveillance imaging with CTA from the subacute phase to five years after disease onset. Two-

way fluid–structure interaction models are implemented in the open-source software SimVascular [Updegrove,

2016] allowing for the implementation of varying wall thicknesses, prestresses, external tissue support and

anisotropic material properties of the dissected aorta [Rolf-Pissarczyk, 2021]. Aortic geometries, in vitro

4D flow MRI and the patient’s blood pressure are used to then apply in vivo boundary conditions at each

follow-up instance. This allows us to study the interplay between gradual deformation of the aorta and

altered hemodynamics at different stages after the disease. Finally, the result’s dependency on anisotropic

material models describing the pathological microstructure of the aorta is examined by comparison with a

simple isotropic model.

Keywords: Aortic dissection, hemodynamics, fluid-structure interaction
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Abstract: Computational modeling of the cardiovascular system through fluid-structure interaction contin-

ues to pose challenges for numerical methods, since the involved incompressible continua are tightly coupled

and exhibit complex material behavior. Here, we apply a semi-implicit fluid-structure interaction scheme

[Schussnig et al., CMAME, 400:115489, 2022] in the context of aortic dissection. The combination of Robin

transmission conditions and interface quasi-Newton methods accelerates and robustifies the partitioned cou-

pling scheme, and allows detailed investigations of related biomarkers in a clinical setting.

Keywords: fluid-structure interaction, quasi-Newton method, Robin conditions, semi-implicit coupling

1 Introduction

Computational biomechanics has shown to be a particularly valuable tool for clinical support,
as measurements on digital twins allow non-invasive investigations. However, increasingly
rich models pose enormous challenges even for modern numerical tools, so that the devel-
opment of suitable algorithms for clinical support is crucial. For this purpose, we employ
a semi-implicit fluid-structure interaction (FSI) scheme [1, 2] that incorporates aspects like
non-Newtonian rheology or outflow models related to volumetric flow rates and pressures.
This allows us to analyze the role of relevant biomarkers such as time-averaged shear stresses
and pressure differences on disease progression and long term outcomes.

2 Methods and results

A patient-specific aortic dissection dataset [3] is considered, creating a layered representation
of the aortic wall and dissection flap separating the true and false lumen, as in Fig. 1(a). We
adopt physiological parameters in Carreau fluid and HGO solid models [4]. With regard to
the boundary conditions, we account for viscoelastic support on the exterior of the vessel, the
downstream vasculature via Windkessel models and inflow data reconstructed from 4D MRI
data [3]. After an initial precursor flow simulation has reached a periodic state, the fluid
loads acting on the tissue are extracted and used to recover a prestress present at the time
of medical imaging as in [2]. A semi-implicit FSI scheme with Robin interface conditions
and quasi-Newton acceleration then couples fluid pressure and structural displacements in
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(a)

(b)

(c)

(d)

Figure 1: Aortic dissection case: cut tissue layers in aortic arch (a), partitioned domain
(b), fluid velocity vectors uf and solid displacement norm ds at the peak systole of the fifth
cardiac cycle (c) and time-averaged shear stress vectors τ̄ at the fluid-structure interface (d).

an added-mass stable fashion. The fifth cardiac cycle solution is further analyzed by, e.g.,
inspecting flow splitting and pressure differences at peak systole or the time-averaged shear
stresses, as shown in Figs. 1(c) and (d), which may be associated with further progression
of the disease.

3 Concluding remarks

The proposed framework combines cardiovascular modeling with efficient methods for FSI
and delivers promising first results. Ongoing work focuses on comparing various tissue and
blood models, their effect on biomarkers and aspects of high-performance computing.
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Abstract: In this work we perform a computational study of the blood dynamics of the whole heartbeat

in a patient with mitral valve regurgitation (MVR). To do this we use computational fluid dynamics (CFD)

with prescribed motion of the left heart (LH) walls (left atrium, left ventricle and aortic root) and valves

reconstructed from cine-MRI images. Our results highlight the presence of a regugitant jet in the left atrium

leading to high WSS. Moreover, there is a large transition to turbulence, especially during the deceleration

phase of the systolic ventricular blood flow.

Keywords: Cine-MRI, CFD, mitral valve regurgitation

1 Introduction

Mitral Valve Regurgitation (MVR) is the formation of a regurgitant flow in the left atrium
due to an incomplete closure of the valve leaflets during the systolic phase. The knowledge
of haemodynamic quantities such as velocity and Wall Shear Stresses (WSS) can help the
surgeons to better understand the pathology and can be computed by means computational
methods. In particular, we focus on Computational Fluid Dynamics (CFD) with imposed
walls and valves motion where the displacement of the geometries is provided by kinetic
medical images. Based on the available imaging, there are different approaches to reconstruct
and prescribe the motion of the left heart (LH) walls and valves in CFD studies. For example,
the majority of the CFD works used template geometries to include either the presence of
the valves or of the left atrium (LA) and aortic root (AR).

The aim of this study aims to perform, for the first time at the best of our knowledge, a fully
patient-specific image-based CFD simulation with imposed motion of the whole heartbeat
on a patient with MVR by reconstructing the LH walls and valves from cine-MRI images.
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2 Methods

To reconstruct the geometry and displacement of the LH walls, we combined two different
reconstruction techniques for the left ventricle (LV) [1] and for the LA and AR, respectively.
Registration of the LH displacement is performed through the non-affine B-splines algorithm
implemented in the Elastix open source library (http://elastix.isi.uu.nl)

Concerning the valves, we reconstructed the patient-specific mitral valve (MV) in its fully
open and fully closed configuration by using the method proposed in [1]. For the aortic valve,
instead, we deformed a template geometry to match its annulus with the annulus detected
from the cine-MRI images.

For CFD, we considered the Navier-Stokes equations written in a Arbitrary Lagrangian-
Eulerian (ALE) framework with a LES model for transition to turbulence [2] and the Resis-
tive Immersed Implicit Surface (RIIS) model to manage the valve dynamics [3].

3 Results

We found a large amount of transition to turbulence especially during the deceleration phase
of the systolic ventricular flow. In particular, in Figure 1, we reported on the left the trend
in time of the Global Turbulent Kinetic Energy (GTKE) calculated over 6 heartbeats. The
maximum value is reached during the deceleration phase of the systolic ventricular flow.
At this time instant, we showed, on the right, the ensemble velocity u and the Standard
Deviation (SD) of the velocity fluctuations.

Figure 1: Left: trend in time of GTKE. Right: ensemble velocity (left) and SD of the velocity fluctuations
(right) at the time instant of maximum GTKE.
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Abstract: Mitral regurgitation is a serious heart condition in which the mitral valve, located between the

left atrium and the left ventricle in the heart, does not close properly when the heart contracts. A minimally

invasive treatment method for this is by using a mitral valve clip to permanently close off part of the valve.

We simulate the outcome of this type of treatment, with the goal to give heart surgeons predictions of the

outcome of the surgery and help them make better informed treatment decisions. To this end, we use a

patient-specific model of the left ventricle, combined with a fluid-structure interaction model of the mitral

valve. The model uses an arbitrary Lagrangian-Eulerian finite element method on a monolithic mesh. To

evaluate and improve the model, we apply it to patient-specific data from mitral regurgitation patients at

Karolinska Hospital in Stockholm, Sweden. Here we present the current progress of the work.

Keywords: Fluid-structure interaction, Mitral valve, Mitral regurgitation, Patient-specific heart modelling

1 Introduction

Treatment for mitral regurgitation is often done by using a mitral valve (MV) clip. This
is a minimally invasive procedure, which is especially advantageous for patients at high
surgical risk. Computer simulations have shown promise in predicting the outcome of the
procedure[1]. In a recent study, we simulated intraventricular blood flow after a mitral valve
clip procedure in a patient-specific model of the left ventricle (LV)[2]. We used a planar
model of the MV, corresponding to a projection of the valve leaflets onto the ventricle wall.
In a separate study, we simulated blood flow in an idealized model of the aortic valve (AV),
using a unified continuum (UC) fluid-structure interaction (FSI) approach[3]. To improve
the LV simulation of the MV clip procedure, we now apply the same UC-FSI method to
simulate the MV leaflets.

2 Method

Our patient-specific model of the LV is created from transthoracic echocardiography (TTE)
images[4]. The LV wall is segmented in the images at snapshots over the entire heart beat
cycle, and surface meshes are generated throughout the cycle. These are then used to
generate a deforming volume mesh. During simulation the snapshot meshes are interpolated
to simulate the valve wall movement throughout the heart beat cycle.

The UC-FSI approach, which we used previously for the AV, and now for the MV, uses a
monolithic mesh, with the solid and fluid parts marked as separate subdomains. To simulate
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the blood flow, an arbitrary Lagrangian-Eulerian (ALE) finite element method (FEM) is
used, effectively simulating the fluid flow as Eulerian, but on a moving mesh where the
motion of the leaflets is simulated in a Lagrangian sense. Two mesh smoothing algorithms
are used to handle the deformation of the mesh: one using Laplacian smoothing, and one
an elastic analogy. Contact between the leaflet tips is simulated by marking a subdomain
of the fluid region as a contact region. When the distance between the leaflet tips is small,
the contact region switches from fluid state to solid, effectively closing off the valve opening
temporarily.

Simulating FSI in this manner has several advantages. By using a monolithic mesh, no
mapping has to be done between separate solid and fluid meshes, eliminating the risk of
introducing errors from this. Additionally, the entire simulation can be solved as one unified
system. By using the contact region to simulate contact between the leaflets, the leaflet tips
can be kept separated enough so that the mesh cells between them do not collapse. Thereby,
the simulation can be done without remeshing during run time, again eliminating potential
errors in mapping between meshes. However, meshing has to be done carefully to ensure
satisfactory spatial resolution when the valve is fully open, while also not running a high
risk of mesh collapse when the valve closes.

3 Results

Work is still ongoing to develop the FSI model of the MV. Results from simulations of blood
flow after MV clip treatment with the planar valve model show a significant increase in shear
in the intraventricular blood flow after treatment, which could indicate an elevated risk of
thrombosis formation downstream[2].
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Abstract: Clinical interest in the right side of the heart (RH) has increased significantly due to the awareness

of its relevance in acquired and congenital heart diseases. In this work, we aim at improving the RH

knowledge by developing patient-specific Computational Fluid Dynamics (CFD) models of the complete RH

of a healthy subject and a patient with tetralogy of Fallot. In this regard, we present a novel method for the

reconstruction of the RH geometry and displacement starting from cine-MRI, suitable for CFD simulations

with prescribed motion.

Keywords: Right heart, cine-MRI, image registration, CFD

1 Introduction

Changes in right cardiac structure and function have prognostic implications in several con-
genital and acquired heart diseases, such as Tetralogy of Fallot (ToF) or pulmonary hyper-
tension. For this reason, the study of the Right Heart (RH) function is of utmost relevance
in clinical practice[1].

Blood dynamics is affected by many of such diseases and Computational Fluid Dynamics
(CFD) models are proven to be valid tools for the quantitative and non-invasive analysis
of blood pressures, velocities, and wall shear stresses, which is crucial to improve the un-
derstanding of the RH function. To the best of the authors’ knowledge, the literature lacks
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Figure 1: Left: RH reconstruction of a healthy subject (A) and a ToF patient (F). Right: volume curves
of right ventricle and atrium over the time frames of a heartbeat.

CFD models of the complete beating RH, including both the atrium and the ventricle.

In this work, we aim to develop a complete patient-specific RH CFD model where the wall
displacement is reconstructed from images by means of a novel reconstruction method based
only on cine-MRI.

2 Methods

To reconstruct the geometry and displacement of the RH we developed a novel method that
is able to merge the information coming from different MR acquisition series and requires
minimal user contribution. After the manual tracing of the endocardium on the cine-MRI
slices for a specific time frame, the method automatically contours the endocardium for the
remaining frames of the heartbeat, exploiting image registration techniques. From these
contours, the endocardial surface is reconstructed at each frame by morphing a template
surface. Finally, the 3D endocardial displacement is obtained through a non-rigid B-spline-
based registration algorithm among level-set images (http://elastix.isi.uu.nl).

On the reconstructed RH geometries we performed CFD simulations using the C++ library
lifex[2], solving the Navier-Stokes equations in an Arbitrary Lagrangian-Eulerian framework
where the domain moves according to the reconstructed displacement field.

3 Results

We built the RH models of a healthy subject and a patient with repaired ToF, represented in
Fig. 1, with the proposed reconstruction method. We assessed the accuracy of the method by
comparing the resulting reconstructions with the patient’s cine-MRI. Moreover, we analyzed
the robustness of the method by varying the amount of cine-MRI acquisition series used for
the RH reconstruction of a specific subject. Finally, we analyzed the CFD results obtained
in the reconstructed geometries to assess the reliability of our method to answer specific
clinical questions.
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Università degli Studi di Milano

Milano, Italy

4 LaBS – Dipartimento Di Chimica, Materiali e Ingegneria Chimica
Politecnico di Milano

Milan, Italy

5 Mathematics Institute
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Abstract: In the investigation of cardiac hemodynamics, the reconstruction of the geometry and motion of

the valves is often very difficult, due to the small thickness of the leaflets and their fast dynamics. Therefore,

computational models for valves are often required. These models range from prescribed-displacement com-

putational fluid dynamics - with the valve opening/closing triggered by local measures of pressures or flow

rate - to three-dimensional Fluid-Structure Interaction (FSI). The choice of the model depends on available

resources, required response time, and clinical question of interest. In this talk, we present computational

methods used to answer specific clinical questions related to prosthetic valves. In particular, we focus on

identifying prediction factors for the degeneration of a transcatheter aortic valve and assessing the hemody-

namics of a prosthetic pulmonary valve, in patient-specific geometries. In these applications, we employ 3D

FSI and/or a reduced multiscale FSI system entailing a lumped-parameter model for the valve dynamics.

We then discuss and compare the level of detail and the computational efficiency of the different methods.

Keywords: CFD, FSI, cardiac valve modeling, transcatheter aortic valve implantation

1 Introduction

Many cardiac diseases are related to valve dysfunctions, for whose treatment the implantation
of a valve prosthesis is very often preferred to surgical repairment. In this talk, we present
different computational models for the interaction between prosthetic valve dynamics and
blood flow, as well as their application to two clinical problems: a study on the degeneration
of a Transcather Aortic Valve Implantation (TAVI) device for the treatment of Aortic Valve
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Stenosis (AVS) [1], and the assessment of a Self-Expandable Pulmonary Valve (SEPV) for
the treatment of pulmonary regurgitation in repaired-Tetralogy-of-Fallot (rToF) patients.

2 Models and methods

The computational domain of interest is either the ascending aorta (in the case of the TAVI)
or the main pulmonary arteries (in the case of the SEPV), reconstructed from CT scans. The
blood flow is modeled by incompressible Navier-Stokes equations. The prosthesis stent is
modeled as a linear elastic solid, whose dynamics is coupled with the flow in a fully 3D Fluid-
Structure Interaction (FSI) system with an arbitrary Lagrangian-Eulerian formulation of the
fluid problem. For the leaflets, we adapt a lumped-parameter model originally developed for
the native aortic valve [2] and hinging upon a Resistive Immersed Implicit Surface (RIIS) [3]
representation of the leaflets, resulting in a reduced 3D-0D FSI model. These methods are
implemented in the multi-physics finite element library lifex (https://lifex.gitlab.io/) [4].

3 Results and discussion

Using the models described above, we could investigate the hemodynamics of different TAVI
patients and find preliminary predictive indicators correlating with the structural degenera-
tion of the prosthetic leaflets. The extension of the model to the case of the SEPV showed
how this prosthesis is effective in recovering a physiological pulmonary flow in rToF patients.
The reduced leaflet model is proven to be flexible enough to represent the rather different
dynamics associated with a native AV (both physiological and stenotic), a prosthetic AV,
and a SEPV, requiring only parameter calibration.
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[3] M. Fedele, E. Faggiano, L. Dedé, A. Quarteroni, A patient-specific aortic valve
model based on moving resistive immersed implicit surfaces. Biomech Model Mechan
2017;16(5):1779-1803.

[4] Africa, P.C. lifex: a flexible, high performance library for the numerical solution of
complex finite element problems. SoftwareX, 2022;20:101252.



 VII ECCOMAS Young Investigators Conference 

YIC2023 

19-21 June 2023, Porto, Portugal 

 

Predicting left atrium stasis patterns from a data-augmented patient-

specific geometry database in atrial fibrillation conditions 

Jorge Dueñas-Pamplona*†, Javier García†, José Sierra-Pallares††,  

Conrado Ferrera†††, and Francisco Castro†† 

 
† Departamento de Ingeniería Energética 

Escuela Técnica Superior de Ingenieros Industriales, Universidad Politécnica de Madrid 

Madrid, Spain 
* e-mail: jorge.duenas.pamplona@upm.es 

 
†† Departamento de Ingeniería Energética y Fluidomecánica 

Escuela de Ingenierías Industriales, Universidad de Valladolid 

Valladolid, Spain 

 
††† Departamento de Ingeniería Mecánica, Energética y de los Materiales 

Escuela de Ingenierías Industriales, Universidad de Extremadura 

Badajoz, Spain 

 

Abstract: During recent years, advances in medical imaging, segmentation techniques, and high-performance 

computing are paving the way to apply computational fluid dynamics (CFD) simulations to study the 

cardiovascular system, providing interesting insights to understand flow behaviour, both in physiological and 

pathological conditions. This is the case with atrial fibrillation (AF), which is the most common cardiac 

arrythmia. During an episode of AF, the beating of the left atrium (LA) becomes fast and irregular, increasing 

the risk of thrombus formation, and thus also the risk of stroke if one of these thrombi manages to reach the 

brain. Although the left atrial appendage (LAA) is the most common site of intracardiac thrombosis, the 

mechanical relationship between LA anatomy, flow patterns, and thrombus formation is still elusive. The aim 

of this work is to further explore this relationship, contrasting a range of geometrical and flow parameters that 

are known to affect LAA blood stasis and the ‘dead volume’ of blood that is formed within LAA under AF 

conditions. For this purpose, an in-house computational framework to perform cardiac parametric studies has 

been used, feeding simulation results from different patients into a data-driven model capable of predicting 

dead volume. 

Keywords: atrial fibrillation, computational fluid dynamics, patient-specific modelling, data-driven 

modelling, left atrium 

1. Introduction 

Recent advances in medical imaging, segmentation techniques, and high-performance 

computing have boosted the use of patient-specific computational fluid dynamics (CFD) 

simulations. This has provided important insights to understand the mechanism of diseases 

such as atrial fibrillation (AF) [1], which triggers fast and irregular beatings, which are 

known to be associated with an increased risk of thrombosis.  

Although it is known that LA and LAA morphologies contribute to LAA blood stasis and 

thrombosis, and the impact of LA anatomy and function on LAA hemodynamics is being 

further investigated [2], the mechanistic relationship between geometric parameters and 

blood stasis remains unknown.   

To fill this gap, we performed a parametric study based on data-augmentation to increase the 

size of the geometry database, performing a series of CFD simulations which allowed us to 

identify common stasis patterns while applying morphological variations to patient-specific 
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geometries and determining how the geometric LA parameters are associated with stasis 

patterns.  

2. Materials and Methods 

Atrial CT images of several cardiac patients have been segmented, allowing us to reconstruct 

3D patient-specific atrial geometries. After that, a data-augmentation procedure has been 

performed, allowing us to generate a larger synthetic geometry database from these initial 

patient-specific geometries. This was achieved by applying a morphing methodology [3], 

based on the rigging and skinning of each of the patient-specific geometries. This procedure 

allowed us to provide each geometry with an armature, designed to apply plausible variations 

of a range of selected geometry parameters: LAA volume, LAA ostium area, main LAA 

bend, number of lobes, etc. 

An in-house computational framework to perform cardiac parametric studies has been used 

to simulate the synthetic geometries, performing parametric simulations and calculating the 

dead volume based on the M4 index [3] between others.  

3. Discussion and Conclusions 

We present a parametric study based on atrial geometry data-augmentation starting from 

patient-specific geometries. This approach could make it possible to avoid one of the major 

difficulties encountered in computational studies of this type, namely the lack of sufficient 

clinical data to ensure the generality of the simulation results. It also allowed us to quantify 

dead volumes by applying geometrical variations across various patient-specific geometries, 

illustrating some interesting features associated with blood stasis and thus related to thrombi 

formation.  
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Abstract: Modeling stents based on 1-dimensional Cosserat continua (beam theory) is a promising ap-

proach to reduce the complexity of the numerical model. This introduces the need for mixed-dimensional

interaction methods between the 1-dimensional stent model and the surrounding (higher-dimensional) struc-

tures. State of the art interaction methods are used to model a stented artery subject to a pressure wave.

The resulting model is able to capture relevant effects such as the stiffening effect of the stent on the artery.

Keywords: Cardiovascular simulation, geometrically exact beam theory, mixed-dimensional interaction,

finite element method

1 Introduction

Cardiovascular diseases represent one of the leading causes of death worldwide. This moti-
vates the desire for minimally invasive stenting procedures, however, complications such as
leakage, migration, restenosis, etc. frequently necessitates follow-up surgeries. Thus a com-
putational tool to enhance the understanding of the procedure is desirable. Computational
simulation of such biomedical problems are rather complex and necessitate large system sizes
to adequately capture important phenomena. Motivated by the research of Tambača et al.,
cf. [1], who utilized the benefits of 1-dimensional beam theory to efficiently simulate the
behavior of coronary stents and observed a good agreement with full-dimensional models at
a fraction of the system size, we follow the concept of modeling stents using geometrically
exact beam theory.

2 Mixed-dimensional modeling of a stented artery

Recent developments on mixed-dimensional coupling methods allow for an efficient and ac-
curate coupling between 1-dimensional Cosserat continua (based on the geometrically exact
beam theory) and higher dimensional objects (e.g., volumes or surfaces), see for example [2].
The so-called beam-to-solid/surface coupling methods are very efficient from a numerical
point of view and yield accurate solutions. To study the applicability of such methods to
model a stented artery, we set up a variant of the well-known fluid-structure interaction (FSI)
benchmark problem of a pressure wave traveling through an elastic tube. This problem was
originally proposed to validate the suitability of FSI algorithms for blood flow simulations.
In addition to the original problem, we use the beam-to-surface coupling method to capture
the effect of a diamond-shaped stent structure on the behavior of the overall system.
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The results, which will be presented in the talk, show that the proposed model is capable of
capturing the large change in compliance between the stented and unstented regions of the
artery, thus leading to stress peaks in these transitional regions. Exemplarily, Figure 1(left)
illustrates a snapshot of the problem right before the pressure wave reaches the stented
region. Figure 1(right) shows the interaction forces between the stent and the artery wall.
This example demonstrates the ability of mixed-dimensional coupling approaches to capture
important phenomena, such as changes in compliance as well as the distribution of the
interaction forces.

Figure 1: Illustrations of the stented artery. (left) The deformed configuration before the pressure wave
reaches the stented region. (right) Interaction foces between the stent and the artery wall.

3 Conclusions

One of the topics that will be addressed in this talk is the employed mixed-dimensional
modeling framework and how it can be used to model cardiovascular applications. Further-
more, the results of the problem described in the previous section will be presented in detail.
Finally, possible future extensions to the proposed modeling approach and applications will
be outlined.

References

[1] Tambača, J., Kosor, M., Čanić, S., D. Paniagua, M.D.: Mathematical modeling of
vascular stents. SIAM Journal on Applied Mathematics 70(6), 1922–1952 (2010)

[2] Steinbrecher, I., Hagmeyer, N., Meier, C., Popp, A.: A consistent mixed-dimensional
coupling approach for 1D Cosserat beams and 2D solid surfaces (2022). Preprint,
https://arxiv.org/abs/2210.16010

[3] Hagmeyer, N., Mayr, M., Steinbrecher, I., Popp, A.: One-way coupled fluid-beam in-
teraction: capturing the effect of embedded slender bodies on global fluid flow and vice
versa. Advanced Modeling and Simulation in Engineering Sciences 9(1), 9 (2022)



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Sensitivity analysis and parameter estimation of a lumped
parameter cardiovascular model during extracorporeal life support

Jan-Niklas Thiel∗, Ana M. Costa†, Bettina Wiegmann‡, Jutta Arens† and Michael Neidlin∗

∗ Department of Cardiovascular Engineering, Institute of Applied Medical Engineering
Helmholtz Institute, RWTH Aachen University, Aachen, Germany

e-mail: thiel@ame.rwth-aachen.de

† Department of Biomechanical Engineering, Engineering Organ Support Technologies Group
University of Twente, Enschede, Netherlands

‡ Department of Cardiothoracic, Transplantation and Vascular Surgery and Lower Saxony Center of
Biomedical Engineering, Implant Research and Development (NIFE) and German Center for Lung

Research (DZL), BREATH, Hannover Medical School, Hannover, Germany

Abstract: In this study a cardiovascular model including veno-venous extracorporeal membrane oxygena-

tion (VV-ECMO) was developed to investigate patient-device interaction. Global Sensitivity Analysis (GSA)

was performed to identify the two most crucial model parameters for each output. These parameters were

subsequently used for fitting the model to patient data. The best fitting algorithm was used to show the

quality of the fit. This study provides a basis for applying the model to patients receiving combined lung

and kidney support, as well as larger patient cohorts.

Keywords: LPM, ECMO, AKI, CRRT, patient-device interaction, GSA, Sobol, parameter estimation

1 Introduction

ECMO is commonly used in intensive care to support cardiac and respiratory failure, yet
up to 70% of these patients also suffer from acute kidney injury. The treatment for this
complication, which involves connecting continuous renal replacement therapy (CRRT) to
the ECMO circuit, lacks a gold standard and its connection configuration varies depending
on the operator’s practice and proficiency. Long term aim of this study is to develop a
cardiopulmonary model to investigate the effect of different CRRT connection schemes on
large ECMO cohorts. As a first step, this abstract focuses on the application to a VV-ECMO
patient. A GSA using Sobol indices is conducted to identify most crucial model parameters
for fitting, reducing the number of function evaluations (NFE) and thus its computational
cost. Different solvers are compared with regard to performance and quality of the results.

2 Methodology

A computational cardiovascular model has been extended by a pulmonary system and an
ECMO system with an external pump, oxygenator, and additional cannulae. This model
was fitted to an ARDS patient with Influenza A Pneumonia (f, 28y, sedated) using different
state-of-the-art solvers. A GSA was conducted using the Sobol method to identify the model
parameters most relevant for the fitting. The Saltelli extension of the Sobol sequence was
used to generate 512 samples that served as inputs for the GSA.
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3 Results and Conclusions

Left part of Figure 1 shows the Total Sensitivity Index, which measures the total effect of
each model parameter on the output of the system, including interactions between them.
Model fitting was performed using the intersection of the two most important parameters
for each output. These parameters were Rsart, Rpart, Cpart, Rcanin, Roxy, Rcanout, and Emaxlv.

Figure 1: Left: total effect of each model parameter on the outputs. Right: comparison of model output
for fitted model parameters. R and C represent resistances and compliances of model compartments, and
Emaxlv is the elastance of the left ventricle. SP, DP, SPAP, DPAP : systolic and diastolic pressure of the
aorta and the pulmonary arteries. CO : cardiac output. PF : pump flow.

Table 1 shows the results of different solvers for minimizing RMS error between simulated
and clinical data, as well as the NFE required for convergence. The Sequential Least Squares
Programming SLSQP algorithm was chosen for its low error value and computational cost.
Its results are compared to clinical data on the right of Figure 1.

Table 1: Error and NFE for different solver.

Solver Nelder-Mead Powell CG BFGS L-BFGS-B CYBOLA SLSQP
Error 0.022 0.020 0.11 0.31 0.020 0.047 0.019
NFE 569 2861 189 96 72 500 173

In summary, a cardiovascular model including VV-ECMO was analyzed using GSA, which
revealed that fitting the model using only a subset of important model parameters reduces
computational cost while maintaining the quality of the fit. This generic framework can now
be extended to a more comprehensive model that incorporates different CRRT strategies
and phenotypes from larger patient cohorts.
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Abstract: Circulation models often treat heart rate as a given parameter. Here, we allow the heart rate to

be continuously variable, and we model some of the feedback control mechanisms that influence the heart

rate. These include the effects of systemic arterial pressure (which acts through a feedback loop involving

the nervous system) and right atrial pressure (which acts directly on the cardiac pacemaker). We use our

formulation to examine the effects of exercise on a normal physiology as well as a single ventricle physiology

known as the Fontan circulation. In particular, we study the effect of control on the Fontan circulation

by comparison to results obtained with an uncontrolled model in our previous work. We examine the

dynamic effects of the introduction of a surgical modification (fenestration) to the Fontan physiology using

our feedback control method. The controlled model more accurately justifies the optimized fenestration in

the Fontan circulation. Additionally, we present comparisons between the hemodynamics during exercise in

the normal circulation, Fontan circulation, and optimally fenestrated Fontan physiology.

Keywords: cardiovascular models, feedback control, Fontan circulation

1 Introduction

The Fontan circulation is a single-ventricle physiology surgically constructed to treat congen-
ital heart defects. In a previous paper, we studied the effects of a fenestration between the
systemic and pulmonary veins typically used to improve hemodynamics in Fontan patients
[1]. This model was uncontrolled in the sense that heart rate was fixed, and thus had limi-
tations simulating dynamic processes such as exercise. In this presentation, heart rate will
be modeled as a continuously variable function depending on several physiological control
mechanisms. The effects of exercise and surgical modifications to the Fontan circulation will
be compared between the controlled and uncontrolled model. The control model will also be
used to simulate the hemodynamic effects immediately after the opening of the fenestration.
The following section simply describes the general method we will be using to solve for heart
rate with an arbitrary control mechanism. Our results (reserved for presentation) will focus
on the following two control mechanisms: systemic arterial pressure and right atrial pressure.
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1.1 Equations

The following mathematical description allows heart rate, F , to be a continuously variable
function in our model: Let C0(t0) denote a ventricular compliance function which is periodic,
with fixed period T0 corresponding to a fixed heart rate parameter F0 = 1/T0. To produce a
continuously variable heart rate, F (t), we set the true compliance C to be

C(t) = C0(t0(t)) (1)

where t0(t) satisfies the differential equation:

dt0
dt

=
F (t)

F0
(2)

Given F (t), we solve (2) numerically, and then at each time step with t0 known, we evaluate
(1) by calling the function C0 with its argument being the current value of t0.

Then, we define F(t) as follows:

F (t) = F0 +∆F (3)

∆F = cF0
Pfiltered − P ∗

P ∗ (4)

where c < 0 and P ∗ is the set pressure value. Thus, F is a function of the deviation in
certain pressure values known to regulate heart rate. The way that we define P ∗ depends
on the type of perturbation we are considering. For example, during exercise, we obtain
the most accurate results when we keep P ∗ equal to the mean systemic arterial pressure
before exercise and slowly increase it as exercise begans. We use this to study the effects
of parameter perturbations on the normal circulation, Fontan circulation and fenestrated
Fontan in a zero-dimensional pulsatile model.

2 Conclusions

Traditionally, zero dimensional pulsatile blood flow models have heart rate as a known
parameter, restricting their capabilities when dynamic perturbations need to be considered,
such as exercise. It can clearly be seen from our formulations that the changes in P (either
right atrial pressure or systemic arterial pressure) will accurately result in the appropriate
update on the value of heart rate F (t). A drop in either of these pressures will be detected by
the controller as a deviation from the set value result in an increase in F and vise-versa. We
use this method to study and compare the hemodynamics of the Fontan physiology during
exercise in the controlled, uncontrolled, open fenestration and closed fenestration cases.
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Abstract: Cardiovascular diseases represent a crucial research topic, as a consequence of their diffusion
worldwide. Due to the large computational cost of classic numerical models, an hybrid (data driven/Galerkin
projection) Reduced Order Model (ROM) is developed in this work by considering realistic outflow boundary
conditions (Windkessel model). This complexity is addressed with the lifting function method, tipically used
for the velocity, but introduced here also for the pressure. The method is validated both in a test case and
in a patient-specific application.
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1 Introduction

Heart disease represents one of the leading cause of death in the world, therefore several
research areas pay particular consideration to cardiovascular disorders. In order to study the
blood perfusion and the impact of some parameters on the blood flow in some relevant zones,
mathematical models are built for patient-specific cases [1, 2, 3] or dedicated benchmarks
[4]. In particular, a ROM is developed to obtain fast prediction by introducing at reduced
level time dependent boundary conditions both for pressure and velocity.

2 Extended abstract content

The full order model describing the dynamics of the blood is composed by parametrized
incompressible Navies-Stokes equations discretized by using the finite volume method. Time
dependent boundary conditions are imposed on the inlet for the velocity and on the outlet
for the pressure (Windkessel model).
Due to the large number of degrees of freedom involved for haemodynamics applications, a
ROM is employed to speed up high fidelity simulations. A complete decoupling between two
phases (offline and online) is one of the cornerstones of an efficient ROM framework. The
main assumption is the possibility to write the reduced solution as the combination of a ba-
sis, which depends on space, and coefficients, associated only with time and/or parameters.
During the offline phase, the full order solutions are computed over the cardiac cycle for dif-
ferent parameter values and the reduced basis space is extracted with the proper orthogonal
decomposition algorithm. A Galerkin projection is performed to find a system for the re-
duced coefficients and the lifting function method is adopted to introduce non-homogeneous
Dirichlet boundary conditions for the velocity field at reduced level. This approach is ex-
tended also for the outflow pressure [5]. Then, during the online stage the reduced system
can be solved for every parameter value and the coefficients, combined with the basis, give
efficiently the reduced solution.
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3 Conclusions

The method is tested on an idealized benchmark, easy to handle, and on a patient specific
case. The efficiency and the accuracy of the ROM framework are investigated with many
comparisons and results.
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Abstract: Heart disease is one of the main cause of death worldwide and includes all diseases affecting
the heart and/or blood vessels, such as coronary artery disease, arrhythmias and congenital heart defects.
The study of mathematical models for the hemodynamics of blood flow in real time is attracting increasing
interest from researchers. Our work aims at building a data-driven reduced order model (ROM) to simulate
the hemodynamics of blood flow in real time, using a patient-specific geometry. The ROM relies on the
proper orthogonal decomposition and supervised machine learning regression techniques. A careful analysis
of the model’s accuracy and computational cost is reported.
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1 Introduction

The goal of our work is the study of a data-driven reduced order model (ROM) to simulate
blood flow dynamics in real time. The use of ROMs [1] to model cardiovascular disease is
quite diffuse by now [2, 3, 4, 5], since it provides fast and accurate simulations of hemody-
namics.

2 Extended abstract content

Let us consider a set P of parameters representing some physical conditions. To model blood
flow dynamics we consider parametrized incompressible Navier-Stokes equations, whose nu-
merical simulations are known to be very demanding from a computational point of view.
Hereafter, we refer to the equations describing the problem as full order model (FOM). To
reduce the computational cost of the numerical simulations we use the ROMs, which are
usually divided into the offline and online phases. The offline phase consists in the collec-
tion of high fidelity solutions obtained by solving the FOM for a set of parameters M ⊂ P.
These solutions are gathered into a matrix, from which the reduced basis space is extracted
through the proper orthogonal decomposition algorithm. Finally, we use regression tech-
niques to estimate the modal coefficients so that the approximated solution can be written
as a linear combination between these coefficients and the reduced basis space. The regres-
sion technique used to estimate the modal coefficients is chosen to maximize the accuracy
of the prediction. Although the offline phase could be expensive, it must be computed only
once, while the online phase is reduced to a linear combination, thus it is naturally very fast.
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3 Conclusions

We propose a data-driven ROM to simulate blood flow dynamics. The high computational
times required by the FOM are highly reduced through the ROM, which at the same time
is able to provide a reliable solution without a significant loss of accuracy.
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Abstract: In this work, we present a mathematical model that predicts localized thrombus formation by taking 
into account the impact of changes in the prothrombin open/close ratio on blood clotting upon prothrombin 
mutations and ligand binding. This aspect is currently not considered by available mathematical models in the 
literature. The model is based on a set of convection-diffusion-reaction (CDR) equations that are coupled to 
the incompressible Navier-Stokes equations. Endothelial injuries/dysfunctions are modeled with boundary 
conditions to these equations, and the model is solved using a stabilized space-time finite element method. We 
apply this model to test cases with realistic blood-flow conditions and vessel geometries to investigate the 
impact of the prothrombin open/close ratio on thrombus formation and the potential for this ratio to be 
associated with pathologies. 

Keywords: Thrombosis, Blood Coagulation, Prothrombin, Convection-Diffusion-Reaction Equations, Finite 
Elements 

 
1. Prothrombin: Key Determinant in Blood Clotting  

Vascular injury triggers an intrinsic biochemical response that prevents blood loss, however, 
excessive thrombosis can impede blood flow to vital organs and tissues [1]. Prothrombin, a 
pivotal component in the coagulation mechanism, is activated to thrombin, which 
subsequently catalyzes the activation of platelets, fibrin production and the amplification of 
the coagulation cascade. Recent studies [2] have shown that prothrombin exists in 
equilibrium between two forms: "closed" (~80%) and "open" (~20%). The binding of 
prothrombin to prothrombinase primarily occurs in the closed form, resulting in a more 
efficient conversion to thrombin. Thus, the ratio between the two forms of prothrombin is a 
crucial determinant of blood clotting and an imbalanced ratio may be associated with 
pathological conditions. 

 
2. Advancing Thrombus Prediction Models 

In this study, we present a mathematical model for the prediction of localized thrombus 
formation, incorporating key processes of human blood coagulation and analyzing the 
impact of various biological species. Specifically, we examine the incorporation of the 
prothrombin open/close ratio on blood coagulation in prothrombin mutations, including 
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potential benefits and uncertainties. This approach has not been previously considered in 
existing mathematical models in the literature [3]. 

 
3. Mathematical Modeling of Local Thrombus Formation 

A mathematical model is presented that combines the incompressible Navier-Stokes 
equations convection-diffusion-reaction (CDR) equations. The model accounts for the 
impact of endothelial injuries and failures by incorporating appropriate boundary conditions. 
The solution is obtained using a stabilized space-time finite element method [4], and is 
applied to test cases that are representative of realistic blood flow conditions and vessel 
geometries. 
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Abstract: We present a method to quantify flow-induced red blood cell damage (hemolysis) in blood-

handling medical devices. It is based on a Lagrangian model for red blood cell deformation. Using eigenvector

decomposition, the Lagrangian formulation is transformed to an Eulerian description, enabling direct eval-

uation of the solution across the whole domain. The resulting model can be applied to any converged CFD

simulation due to one-way coupling with the fluid velocity field. We compare the model to related blood

damage models, highlighting their advantages and disadvantages. In particular, it is compared to a sim-

plified Eulerian strain-based hemolysis model. The present model is shown to more accurately capture the

behavior of the original Lagrangian cell deformation model, while the simplified model may yield inaccurate

predictions for some flows. In this context, we discuss the applicability of these simplifications. We find that

the new model combines the advantages of the simplified Eulerian model and the full Lagrangian model.

Keywords: Hemolysis, Blood damage, Ventricular Assist Devices, VAD, CFD, Biomedical engineering

1 Introduction

The design of blood-handling medical devices requires analysis of their biocompatibility. For
this purpose, a model is applied to the flow field to estimate red blood cell damage (hemolysis)
induced by fluid stress. Primitive blood damage models are based on a direct correlation
of representative fluid stress to experimental hemolysis data [1]. More advanced models
explicitly resolve red blood cell deformation in a Lagrangian description, e.g., by means of a
morphology tensor [2]. The downside of this approach is that it requires pathline tracking,
which complicates evaluation in critical regions such as boundary layers and recirculation
zones, so an Eulerian description would be preferable. The aim of our work is to transform
a Lagrangian strain-based model into Eulerian frame.

2 Proposed Model

The Lagrangian cell deformation model derived by Arora et al. [2] represents red blood
cells as ellipsoids. Mathematically, they are described using a morphology tensor S, whose
eigenvectors ei represent the orientation of the ellipsoid’s semi-axes and eigenvalues λi the
respective lengths. The evolution equation for this morphology tensor was written as:

dS

dt
− [Ω, S] = −f1 (S − g (S) I) + f2 (ES + SE) + f3 [W − Ω, S] . (1)
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Figure 1: Cell deformation for plane (left) and counter-rotating circular (right) Couette flow

To obtain an Eulerian description, an eigenvector decomposition QTSQ = diag(λ1, λ2, λ3) is
carried out, yielding explicit transport equations for the eigenvalues and eigenvectors:

∂λi

∂t
+ (u ·∇)λi = −f1

(
λi −

3λ1λ2λ3

λ1λ2 + λ1λ3 + λ2λ3

)
+ 2f2λiẼii , (2)

∂Q

∂t
+ (u · ∇)Q = QΩ̃ , Ω̃ij =

f2
f3

Ẽij
λj + λi

λj − λi
+ W̃ ∗

ij , Ẽ = QTEQ , W̃ ∗ = QTWQ. (3)

This formulation is analytically equivalent to the original model (1). In contrast, the Eulerian
formulation previously used by Pauli et al. [3] is obtained from eq. (1) by setting Ω = 0.
Figure 1 compares this simplified model to the full model. Starting from an arbitrary initial
state in Couette flow, the simplified model predicts larger intermediate deformations before
reaching a steady state, as the cell takes longer to align with respect to the plane of shear.
Similar discrepancies are observed for rotating flow. Hence, the simplifications are only
justified for flows that involve slow realignment of cells.

3 Conclusion

A strain-based blood damage model in an Eulerian frame was derived. Compared to previ-
ous Eulerian formulations, it yields more accurate hematological predictions. Compared to
Lagrangian formulations, it can be evaluated on the whole domain more directly.
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Abstract: Impedance cardiography (ICG) is a non-invasive and low-cost method in which
the impedance is measured by injecting a low-magnitude electrical current into the surface of
the thorax. The impedance changes during cardiac cycles mainly depend on the blood’s elec-
trical conductivity and volume changes. The blood conductivity depends on hemodynamic
conditions [1]. Therefore, ICG may be beneficial for diagnosing and monitoring cardio-
vascular diseases where the hemodynamic conditions are compromised [1, 2]. Numerically
calculated ICG signals may facilitate establishing ICG for detecting and monitoring cardio-
vascular diseases. However, a three-dimensional model of the anisotropic and dynamically
changing conductivity of blood is as yet not available. The source of the anisotropic electrical
conductivity in the blood flow is the orientation of the oblate and biconcavely shaped red
blood cells (RBCs) [2, 3], which may be treated as non-conductive particles up to electrical
frequencies of 1 MHz [4].

In the current study, a new model for computing the anisotropic electrical conductivity of
blood is developed. The new model is based on the experimental observation of RBC motions
in shear flows [5, 6], and the two-dimensional conductivity model proposed by Gaw et al.
[3]. The new three-dimensional model allows for computing the blood conductivity at any
point in the blood flow field based on the fluid velocity and the extra stress tensor.

The new model is incorporated into computational fluid dynamics (CFD) simulations of
blood flow in a straight vessel and in an idealized aorta to examine the model’s applicability.
The results are in qualitative agreement with the studies of Gaw et al. [3], where the blood
conductivity in the flow direction for a straight vessel was computed. Although all the results
are in qualitative agreement with available literature studies, validation of the model with
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experiments is yet outstanding. For validation, experiments will be performed to measure
the blood flow-related impedance changes in different geometries.

Keywords: Blood electrical conductivity, Anisotropic conductivity, Impedance cardiogra-
phy, Cardiovascular diseases
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Abstract: Computational Fractional Flow Reserve (FFRCT ) is increasingly used for non-invasive diagnosis

of cardiovascular disease in coronary arteries in order to guide revascularization decisions. Quantitative

assessment of the variability of FFRCT due to input uncertainty is a key step towards its integration into

a clinical setting, especially when FFR is in the gray zone [0.75 − 0.8]. When this value falls below this

range, myocardial ishemia is highly possible. These types of simulations require accurate 3D reconstruction

of the coronary bed and tuning patient-specific lumped parameter models. There are some works that have

investigated different geometric and input uncertainties in patient-specific coronary simulations. However, it

is not clear whether minimal perturbations in the global lumen segmentation threshold decrease the estimate

of FFRCT . In this preliminary work, we address this issue. The average variation observed is about four

times less compared with the obtained through the repetition of invasive catheterization. Thus, we prove

that FFRCT is a reliable and robust procedure in terms of minimal global lumen segmentation uncertainty.

Keywords: FFRCT , computational fluid dynamics, coronary arteries modeling, lumen segmentation un-

certainty

1 Introduction

In recent years, in-silico simulations combining Coronary Computed Tomography Angiog-
raphy (CCTA) with Computational Fluid Dynamics (CFD) have been proposed as a non-
invasive alternative for the evaluation of stenosis severity in coronaries [1]. However, it is
crucial to investigate the robustness of this method against input uncertainties. Although
some works have addressed this issue [2, 3], uncertainty in the lumen diameter due to limi-
tations in the resolution image or intra-observer variability remains unclear. To fill this gap,
we have performed a computational study to explore if minimal perturbations during the
segmentation procedure are enough to get a mismatch in the computation of the FFRCT .

2 Materials and methods

Figure 1 summarizes the general workflow of this study. Several anonymous patients with
moderate coronary lesions (FFR near the 0.8 cutoff) were selected. CCTA images were
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collected and segmented in order to reconstruct the coronary tree and the left ventricle (LV),
based on an optimal global lumen segmentation threshold. Minimal threshold perturbations
(±10HU) were made to obtain 2 variations of each patient’s anatomy. Patient-specific open-
loop OD coronary lumped parameter networks combined with allometric scaling laws were
tuned and coupled to the 3D simulation to mimic the pulsatile and diastolic-predominant
flow present in coronary arteries. Simulations of the optimal segmented fluid domain, as well
as its variants, were performed until the results match the obtained by the Invasive Coronary
Angiography (ICA).

Figure 1: A: CCTA segmentation and ICA. B: Coronary tree and LV 3D reconstruction. C: Threshold-
based variations. D: Patient-specific inlet and outlet boundary conditions. E: Pressure / FFRCT contours.

3 Results and conclusions

We present a computational study confirming that intra-observer variations in the global
lumen segmentation threshold do not imply a relevant mismatch in FFRCT in patients with
moderate coronary lessions. The average variation observed is about four times less compared
with the obtained through the repetition of the invasive catheterization [2]. Further research
is needed to extrapolate the results to mild and severe vessel stenosis, although accurate
segmentation in these cases is not so critical since FFR is not close to the cutoff.
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Abstract: Simulating viscoelastic fluid flows is a highly challenging task that demands robust and 
efficient numerical solvers. The viscoelastic equations form a mixed problem combining the Navier–
Stokes system with a dynamic, tensor-valued equation, which increases mathematical and 
computational demands. Hence, methods decoupling the calculation of the flow quantities are 
particularly attractive. In consistent fractional-step schemes, the equations are split from the 
continuous level, so that neither mass nor momentum balance are, a priori, violated. Therefore, there 
is no need for corrections or velocity projections, which results in fewer steps than other standard 
approaches. Furthermore, consistency eliminates both numerical boundary layers and splitting errors, 
which enables high-order accuracy in space and time. In this talk, we present new consistent splitting 
methods for incompressible viscoelastic flows, with arbitrary constitutive laws allowed. We present 
the method and its algorithm, along with numerical examples. Both optimal convergence and good 
numerical stability are verified through challenging benchmark problems. 

Keywords: Viscoelastic fluids, Fractional-step methods, High-order methods, Finite element method. 

1. Introduction 

Herein, we shall use splitting schemes and fractional-step methods as interchangeable terms. 
For an overview of the state of the art on splitting methods for viscoelastic flow problems, 
the reader is referred to our recent article [1] and the references therein.  
The Navier–Stokes momentum equation for an incompressible, isothermal, viscoelastic fluid 
flow can be written as 

 !"
!#
+ (∇𝑢)𝑢 − 𝛽𝜈$Δ𝑢 − ∇ ⋅ 𝜎 + ∇𝑝 = 𝑔	,        (1) 

where (𝑢, 𝑝, 𝜎) are the velocity, pressure and extra stress fields, 𝑔 is a forcing term and 𝛽 ∈
[0,1] is a dimensionless parameter defining the amount of solvent viscosity 𝛽𝜈$ and 
polymeric viscosity (1 − 𝛽)𝜈$.  In addition, we have the incompressibility constraint, 

 ∇ ⋅ 𝑢 = 0	,        (2) 
and a dynamic equation for the extra stress tensor 𝜎, which depends on the viscoelastic model 
adopted. For simplicity, we consider the Oldroyd-B model, which in Einstein notation reads 
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The model is then closed with initial and boundary conditions for the momentum equation, 
plus initial stress conditions (a stress equation such as (3) requires no boundary conditions). 

2. Splitting framework  

The first family of consistent splitting methods for incompressible flow problems was conceived 
by Johnston and Liu [2]. The key idea behind such schemes is to derive, at the fully continuous 
level (and not at the semi-discrete one, as projection methods do), a pressure equation that can 
replace the divergence-free constraint (2). Moreover, this equation and its boundary conditions 
must be consistent – albeit artificial – with the solution of the continuous problem. For the 
viscoelastic case, we can replace explicit incompressibility by the Poisson equation 



7th YIC Edition | ECCOMAS Young Investigators Conference 2023 

 −Δ𝑝 = ∇ ⋅ [𝛽𝜈$∇ × (∇ × 𝑢) + (∇𝑢)𝑢 − ∇ ⋅ 𝜎 − 𝑔] − 𝛼∇ ⋅ 𝑢	,       (4) 
together with boundary conditions that depend on what kind of Cauchy data is being 
considered for the momentum equation (1). While it is quite straightforward to verify that 
this equation is satisfied by the solution (𝑢, 𝑝, 𝜎) of Eqs. (1)-(3), proving that it implies Eq. 
(2) is more involved, so the reader is referred to our recent article [1]. The factor 𝛼 in Eq. 
(4) is a non-negative user-defined parameter [1,2]. Most importantly, Eq. (4) can consistently 
replace the continuity equation (2) regardless of which viscoelastic model is used for 𝜎. 
 
By replacing Eq. (2) with Eq. (4), we end up with an equation to find the pressure 𝑝, given 
𝑢 and 𝜎. Therefore, in a time-dependent problem, we can first solve the velocity-stress 
system using an extrapolated pressure, and then use the updated values of (𝑢, 𝜎) to find the 
new pressure. Although one can solve for velocity and stress in a monolithic fashion, it is 
especially advantageous to decouple the computation of those unknowns, as that reduces the 
overhead due to the additional (tensor-valued) unknown 𝜎 in a viscoelastic system. The idea 
is to use a backward differentiation formula (BDF) on both the momentum and stress 
equations, and leverage extrapolation of selected terms to decouple not only 𝑢 from 𝜎, but 
also the individual components of each unknown. 
 
For the momentum step, this corresponds to writing, at time 𝑡 = 𝑡23*, the linearised equation 
 

 𝛿#𝑢23* + (∇𝑢23*)𝑢∗ − 𝛽𝜈$Δ𝑢23* − ∇ ⋅ 𝜎∗ + ∇𝑝∗ = 𝑔23*	,       (4) 

where 𝛿# and the superscripted asterisk (∗) denote, respectively, the finite difference and 
extrapolation operators of matching order. After solving Eq. (4) for 𝑢23*, component-wise, 
we can use the updated velocity in the stress equation. Notice that semi-discrete schemes can 
also be used in Eq. (3) to decouple the computation of the stress components [3]. 

3. Conclusions 

The purpose of this extended abstract was to present the key ideas behind consistent splitting 
methods for viscoelastic flows. While discussing discretisation details is out of the scope of 
the abstract per se, in the conference talk we shall present several possibilities, considering 
BDFs of different order in time, various finite element combinations in space, together with 
numerical results demonstrating the efficiency and accuracy of our splitting framework.  
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Abstract: Bioimpedance methods, such as impedance cardiography (ICG) and impedance
plethysmography (IPG), provide a non-invasive, time-continuous, cheap, and convenient
technology for determining cardiodynamic parameters. A lack of and difficult accessibility
to data obstructed the improvement of signal interpretability and parameter estimation
accuracy hence widespread clinical adoption [1]. The limitations mentioned above need to
be overcome with multi-physics simulations of different scenarios.

In IPG and ICG, a low-magnitude, low-frequency electrical current is injected by two elec-
trodes into the body segment. Then, the voltage is measured via two pick-up electrodes
located between the injection electrodes. Since blood’s electrical conductivity is much higher
than other tissues in the measurement region, the impedance changes mainly originate from
the blood volume changes in the artery during systolic and diastolic phases, and the velocity-
induced electrical conductivity changes [2]. Therefore, ICG and IPG have been suggested
for diagnosing arterial diseases such as occlusion, stenosis, dissection, and thrombosis, which
affect the blood flow in the arteries significantly [2, 3].

The electrical conductivity of flowing blood is anisotropic and depends on the hemodynamic
conditions. Therefore, in this work, a computational fluid dynamic simulation (CFD) has
been set up in OpenFOAM software [4] to model the blood flow in the arteries from which
the anisotropic electrical conductivity of blood is computed as a time-dependent tensor field
using a novel method presented in [5]. Furthermore, a 3D FEM electric simulation model
has been set up in OpenCFS software [6] based on a simplified geometry of the body segment
to solve the time-harmonic current flow problem. By injecting an alternating current with
a magnitude of |I0| and a frequency of f into the source electrodes, the electric potential V
can be calculated by solving the Laplace equation

∇ · [(σ + jωε)∇V ] = 0 , (1)

and considering suitable boundary conditions. In (1), ω, σ, and ε are the angular frequency,
the electric conductivity, and the electric permittivity, respectively. All tissue types’ electric
conductivity and permittivity are taken from the literature [7]. In order to consider the
blood flow-induced conductivity changes during the cardiac phases, we use the conductivity
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tensor field obtained from CFD simulations. For this purpose, the blood conductivity data
has been interpolated from the volume grid in the CFD model to the FEM grid in the electric
simulation model. Finally, the voltage drop and impedance between two pick-up electrodes
can be evaluated for each simulation time step.

The results obtained from simulating different arteries, i.e., flow-related impedance curves,
show the developed framework’s capability to investigate the impact of different pathologies
on the bioimpedance signals. The clinical verification for specific diseases is currently in
progress, which will allow model verification by patient-specific studies.

Keywords: Blood electrical conductivity, Multiphysics simulation, Bioimpedance, Arterial
diseases
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Abstract
Macrosegregation is the compositional variation of an alloy in the order of cm and mm, which occurs
during solidification. A finite element model is presented for the prediction of macrosegregation in binary
alloys utilising a monolithic solution scheme. In this work, we present simulations of Pb-18wt% Sn and
Sn-10wt% Pb binary alloys assuming columnar solidification with the Lever rule assumption at the micro-
scopic scale. The simulation of the Pb-18wt% Sn alloy is in response to a call from [1], for benchmarking
columnar solidification models in the macrosegregation modelling field. The model requires solving the
conservation equations of: mass, momentum, energy and species. A monolithic scheme is therefore pro-
posed, encompassing full coupling between these conservation equations. The Taylor-Hood element is
chosen for solving Navier-Stokes equations, where both velocity and pressure fields are sought in the H1
energy space. Choosing this element, which is also known to theoretically exhibit an optimal convergence
rate, allows for an arbitrary choice of approximation order, P , for the various approximated fields enabling
exploitation of higher polynomial orders where necessary (p-refinement). Macrosegregation maps obtained
during solidification show good agreement with other finite element columnar solidification models in lit-
erature [2, 3]. The proposed model has been developed as a module in the open-source finite element
code MoFEM [4] envisaged to enhance on-site industrial procedures. This module architecture allows
for an easily extendable and versatile implementation of multi-phase macrosegregation models alongside
single-phase models.

Key words: Macrosegregation modelling; Navier-Stokes; Taylor-Hood element; Solidification; Thermo-

solutal buoyancy; Lever rule

References

[1] Michel Bellet, H Combeau, Y Fautrelle, D Gobin, M Rady, E Arquis, O Budenkova, B Dus-
soubs, Y Duterrail, A Kumar, et al. Call for contributions to a numerical benchmark problem
for 2d columnar solidification of binary alloys. International Journal of Thermal Sciences,
48(11):2013–2016, 2009.

[2] Qipeng Chen and Houfa Shen. A finite element method for prediction of macrosegregation with
solidification columnar. Journal of International Scientific Publications: Materials, Methods
and Technologies (Online), 14:1–8, 2020.
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Abstract: The physical response of piezoelectric materials is governed by the strong coupling of mechanical

and electrical phenomena as their mechanical deformation generates electric potential gradients and vice

versa. There has been an increasing interest in these materials due to the breadth of engineering applica-

tions where they have been successfully used, such as power harvesting and smart sensing [1, 2]. Therefore,

the accurate determination of piezoelectric materials’ parameters is essential which has lead to an increasing

demand for improved numerical tools to support this scope. In this work, we propose a coupled numeri-

cal framework for piezoelectric material characterisation. For our analysis, experimentally obtained electric

impedance phase diagrams are used, where a cubic specimen is subjected to a voltage pulse that generates its

mechanical and voltage damping oscillation. Thereafter, the experimentally obtained resonance frequencies

and their amplitude are used to determine a set of objective functions that are minimised via the Finite

Element Model Updating method (FEMU) in order to find the material parameters. The minimisation pro-

cedure involves a series of fully implicit dynamic FEM analyses with changing the material input parameters

between simulations. The FEM analyses are performed using the open source software MoFEM [3] and the

optimisation algorithms used for the material parameter calibration are found in open source libraries in

python. The framework is implemented in an automated manner as the two aforementioned computational

tools and the associated pre-processing and post-processing are integrated in a cloud-based JupyterHub

server and are accessed by a single Jupyter notebook. The proposed framework is aimed to be used to aid

new piezoelectric material technologies where more complex structures are involved and to be extended to

account for more physical phenomena.

Keywords: piezoelectric, hierarchical basis, dynamic analysis, material characterisation, optimisation
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Abstract: Drainage of supra-glacial lakes has a profound impact on glacial movements. However, due to

the complexity of this process, it is often simulated through a vast set of assumptions. Here, we present

a numerical two-scale approach to capture the relevant mechanics of the hydraulic fracturing process. The

displacements of the ice-sheet are captured as a visco-elastic solid through finite elements, while the fluid

contained within the crevasse is modelled as a one-dimensional discontinuity using interface elements. The

fluid velocity and thermal processes (heat transfer, melting, and freezing) are solved as small-scale problem on

a per-integration-point basis, which is then coupled to the large scale equations in a consistent manner. This

two-scale approach contains all thermal processes to the small-scale, thus removing the need to solve thermal

throughout the glacier. As a result, the described scheme is capable of simulating ice-sheet scale cases (with

dimensions in the order of kilometres), while still capturing the processes occurring within crevasses with

only a limited opening height (order of centimetre to metre), as is demonstrated through typical ice-sheet

fracture cases.

Keywords: Ice-sheets, hydro-fracture, two-scale approach, interface elements, thermal

1 Introduction

Drainage of lakes located atop of ice-sheets has a strong impact on the overall movement
of ice-sheets and glaciers: As crevasses develop, the lake water is transported from the
surface to the bed, where it reduces the friction experienced by the ice and accelerates its
movement towards and eventual collapse into the oceans [1]. As such, developing an in-depth
understanding and being able to predict these processes is paramount to estimating the
effects of climate change on sea-level rise [2]. However, models predicting these phenomena
are often overly simplified or limited in scope, for instance solely modelling the uplifting
processes but neglecting the actual fracture mechanics. The few models that do include
fracture mechanics within their simulations often still neglect the effects of the fluid flow,

Figure 1: Deformations of the ice-sheet (magnified by a factor ×1000) and fluid pressure within the crevasse
after 1 hour using a visco-elastic (left) and linear-elastic (right) ice rheology.
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electing to apply a pre-determined and static water level within the crevasses [4]. Even
though the water-filled crevasse is in direct contact with sub-zero ice-sheets, these thermal
processes are always neglected within numerical simulations.

2 Model overview

Here, we present a numerical model that does include these thermal effects and explicitly
simulates the fluid flow through the crevasses. The deformations of the ice-sheet are captured
through the momentum balance, assuming either a linear-elastic rheology of the ice-sheet, or
a visco-elastic rheology using Glenn’s law to ore accurately capture the long-term behaviour.

The fluid contained within the crevasse is approximated through a two-scale approach [5]:
The mass balance for the water contained within the crevasse is averaged over the crevasse
opening height, reducing the two-dimensional crevasse to a one-dimensional discontinuity
line. The fluid fluxes required in this mass balance, together with the thermal balance are
resolved as small-scale problem within each integration point, translating the large-scale
pressure and displacements into unidirectional fluid fluxes while retaining the local heat
fluxes and melting rates as history-dependent local variables.

The resulting equations are implemented in a finite element scheme, dynamically inserting
new interface elements as the crevasse propagates. The small-scale problem is not only used
within this scheme to obtain the fluid fluxes, but consistent tangential matrices are also
extracted from the small-scale problem to assemble the global tangential stiffness matrix,
allowing for a well-converging scheme.

3 Results

The resulting scheme is able to simulate hydraulic fracturing and the subsequent lake
drainage, using both a linear-elastic and visco-elastic ice-sheet rheology, shown in Figure
1. Even though the viscous effects are commonly assumed to be negligible at these small
time-scales, it is observed that due to the large hydraulic pressures involved the viscous creep
has a significant effect on the drainage rates. Simulations for varying ice-sheet temperatures
furthermore show a temperature “barrier” below which cracks freeze before the hydraulic
fracture can reach the bed, while above this limit the crevasse is capable of draining complete
lakes within hours.
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Abstract: We study Bayesian inverse problems where the unknown target function is piecewise constant.

Priors based on neural networks with heavy-tailed-distributed weights/biases have been employed due to

their discretization-independent property and ability to capture discontinuities. We aim at developing neural

network priors whose parameters are drawn from Student’s t distributions. The idea is to parameterize the

unknown function using a neural network which sets a finite-dimensional inference framework. This requires

finding the posterior distribution of the weights/biases of the network representation. The resulting posterior

is, however, high-dimensional and multimodal which makes it difficult to characterize using traditional

sampling algorithms. Therefore, we explore data assimilation techniques, such as particle and ensemble

Kalman filters to sample the posterior distribution more effectively. As a numerical example, we consider a

simple signal deconvolution to illustrate the properties of the prior.
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Abstract: Gaussian processes have proved to be a powerful and flexible tool in the reconstruction of

functions given a set of known training points, with applications in machine learning, optimisation and

data assimilation. However, they can be limited when the functions being reconstructed are of a non-

stationary or anisotropic nature. Deep Gaussian processes, constructed using a hierarchical process where

the inputs to a Gaussian process are themselves Gaussian processes, aim to give a more flexible approach

to function reconstruction. We look at convergence rates of these deep Gaussian processes in terms of the

number of known training points. We also show that deep Gaussian process regression achieves considerably

better results than standard Gaussian process regression when reconstructing non-stationary and anisotropic

functions.

Keywords: Gaussian process regression, non-stationary Gaussian processes, deep Gaussian processes, con-

vergence rates, Bayesian inverse problems, posterior contraction
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Abstract: In the context of nonlinear multi-scale problems, estimating the macroscopic distribution of

microscopic geometrical parameters given macroscopic measurements is of interest. In general, such inverse

estimation is challenging due to (i) the need for derivatives of the complex multi-scale forward simulation,

which requires a non-linear macro-scale and multiple non-linear micro-scale simulation(s), (ii) the typically

high computational cost of the forward solver, and (iii) the need to solve several forward multi-scale prob-

lems. To this end, we propose a numerical framework that exploits three key ingredients to mitigate these

challenges: (i) computational homogenization, (ii) scientific machine learning based model order reduction

(ML-MOR) – a two-tier deep network – of the micro-scale part, and (iii) parallelizable, derivative-free en-

semble Kalman inversion. The performance of the proposed method is assessed on a non-linear hyper-elastic

model. The obtained (physically-consistent) results confirm significant speed-ups upon using the surrogate

micro-scale part, and yield inverse estimation in the multi-scale context with a sufficient accuracy.

Keywords: Kalman Inversion, Physics-informed Deep Learning, Model Order Reduction, Multi-scale Model

1 Introduction

We are interested in non-linear multi-scale inverse problems that arise in solid mechanics.
Given only macro-scale boundary measurements, we wish to estimate a parameter field, in
particular, the macroscopic distribution of the microscopic parameter, e.g., the radius of the
micro-pores, as a function of macro-scale position.

The computational homogenization method (CHM), one of the most widely used homog-
enization techniques, divides the multi-scale model into macro-scale and (multiple) micro-
scale simulations [1]. However, CHM is computationally very expensive. One way to reduce
the computational cost of the forward multi-scale model is by using model order reduction
(MOR). Reduced models of (nonlinear) problems have been developed using both projection-
based MOR and scientific machine learning (ML) principles (see, e.g., [2]). However, the
MOR techniques employed to reduce the complex model are often either intrusive or do not
account for physical laws. We thus propose an offline- and online-efficient, non-intrusive,
physics-informed two-tier deep network (TTDN) to reduce the computational cost of the
micro-scale simulation.

Multi-scale inverse problems have been studied in the past using the combination of nu-
merical homogenization, reduced basis approximations and Bayesian inversion or ensemble
Kalman inversion (EnKI) techniques. Bayesian inversion requires first-order derivatives of
the forward model w.r.t. the parameter of interest, which is difficult to obtain in the multi-
scale context. To remedy this, derivative-free methods such as EnKI [3] are often preferred.
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EnKI has also been shown to be successful in multi-scale inverse estimation, see, e.g., [4].
Here, we stride towards improving parameter estimation by replacing (i) a (linear) asymp-
totic homogenized model with a model based on computational homogenization, MOR and
ML, and (ii) intrusive, conventional reduction with the non-intrusive, ML-based TTDN.

2 Mathematical framework

The forward multi-scale model, combined with the TTDN as a physics-informed ML-MOR,
is depicted in Fig.1. The illustration shows that the surrogate micro-scale simulation is
realized by the TTDN and the output PM is fed to the macro-scale simulation; see, e.g., [1].

Given boundary observations ỹ, we aim to estimate parameter of interest r(xM). Given a
prior r0, for the i-th particles inside the ensemble, EnKI provides the iteration for step n :

rin = rin−1 +Kn ·
([

r0 ỹ
]T

+ ϵ̃in −
[
rin−1 H̃ ◦ Gr(r

i
n−1)

]T)
+ αnϵ̂

i
n, (1)

where Gr is the forward model, the Kalman gain Kn =
[
I 0

]
·Qn · (Pn + βnΓ)

−1, Pn and Qn,

respectively, are Monte Carlo estimates of the variance of Gr and covariance of (H̃◦Gr) and Gr,
H̃ is the observation operator, Γ is the noise covariance, and (ϵ̃in, ϵ̂

i
n) and (αn, βn), respectively,

are independent Gaussian noise models and hyper-parameters; see, e.g., [3].

Figure 1: Paradigm of the computational model with boundary measurements.

3 Conclusions

Numerical results show that the ML-MOR leads to significant speed-ups versus the full order
micro-scale simulation. The proposed framework, as a whole, yields high accuracy for the
estimation of the microscopic parameter field.
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Abstract: This talk introduces a novel model: varying boundary optimal control governed by partial

differential equations (vbOCP(µ)s). In this setting, specific parameters change where the boundary control

acts on the system. The parametric nature of the problem naturally suits model order reduction. Indeed,

vbOCP(µ)s may represent several natural phenomena in geophysics and energy engineering, applied fields

characterized by an increasing demand for fast and reliable simulations for several parametric instances

in a data assimilation framework. However, vbOCP(µ)s feature solutions with wave-like and transport

phenomena. Classical model order reduction is not appropriate in this context. We propose tailored reduced

approaches based on domain transformation or local basis functions. We compare them with standard proper

orthogonal decomposition in terms of accuracy and efficiency. We test these techniques on two numerical

settings with geometries (and, consequently, control action) of increasing complexity.

Keywords: Boundary optimal control, model order reduction, partial differential equations

1 Introduction

Varying boundary optimal control problems vbOCP(µ) governed by parametric partial dif-
ferential equations PDE(µ)s are a natural extension of classical geometric boundary optimal
control problems (OCP(µ)s). The aim of a vbOCP(µ) is to reach a desired state by means
of an external variable acting on a portion of the boundary of the considered physical do-
main Ω (see Figure 1 for a schematic difference between vbOCP(µ) and standard geometric
OCP(µ)s). The goal is achieved by means of a PDE(µ)-constrained minimization problem.
The main feature of an vbOCP(µ) is the dependence from a specific parameter µu ∈ R that
changes where the control is acting, i.e. the portion of ∂Ω where the control is defined. The
talk focuses on steady Neumann vbOCP(µ)s. This model can be of interest in energy engi-
neering and geophysics (baffled-heat exchangers or fractures moving and intersecting can be
easily represented by vbOCP(µ)). In these applied fields, there is a constant need for fast
and reliable simulations for several parametric instances. Model order reduction (ROMs)
is a valid option to deal with this task. The talk proposes (i) the novel vbOCP(µ) model
and (ii) an experimental analysis of ROMs approaches for vbOCP(µ) based on tailored re-
duced strategies inspired from geometrical transformation and local basis generation. They
were necessary, since vbOCP(µ) present transport-like features and standard ROMs were
not appropriate to deal with the proposed setting.
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2 Problem formulation and reduced strategy

Let µ = (µ1, . . . , µp−1, µu) ∈ P ⊂ Rp, p ∈ N be a parameter in a parametric space, where µu ∈ R
defines the location of the boundary control u ∈ U over ∂Ω, where Ω is the spatial domain
considered. We want to steer the state y ∈ Y towards yd ∈ L2(Ωobs), with Ωobs ⊆ Ω and U and
Y suited Hilbert spaces. Namely, we solve the following minimization problem:

min
(y,u)∈Y×U

1

2
∥y − yd∥2L2(Ωobs)

+
α

2
∥u∥2U , (1)

constrained to an elliptic PDE(µ) with homogeneous boundary conditions over ΓD ⊂ ∂Ω

and Neumann boundary conditions over ΓN = ∂Ω \ ΓD. ΓN is split into Γµu

C and Γµu

N , i.e.
the portions of ∂Ω where the control acts and where homogeneous Neumann conditions are
applied, respectively (see Figure 1 for a representative domain representation).

Ω

ΓD Γ
µ∗
u

C

Γ
µ∗
u

N

Ω

ΓD Γµu

C

Γµu

N

Ωµ∗

ΓD Γµ∗

C

Γµ∗

N

Ωµ

ΓD Γµ
C

Γµ
N

Figure 1: Schematic representation of a vbOCP(µ) domain (extreme left and center left plots) and a
standard geometric OCP(µ) domain (center right and extreme right plots) for two different parametric
instances.

For a vbOCP(µ), the solution y ∈ Y shows peaks that transport along the domain varying µu

and thus we adapt reduced approaches based on nonlinear ROMs strategies to the proposed
framework: we employ (i) Local Proper Orthogonal Decomposition (L-POD) and (ii) Geo-
metric Recasting (Geo-R). For the description of the algorithms and the numerical results
over geometries of increasing complexity, we refer the reader to [1].

3 Conclusions

Due to its nonlinear nature vbOCP(µ)s are very complicated to reduce. The two proposed
approaches outperform standard ROMs techniques, such as standard POD. For simple ge-
ometries Geo-R is the best choice in terms of accuracy and efficiency. However, for more
complex domains Geo-R is not appropriate and L-POD represents a general and reliable
strategy that shows benefits in terms of accuracy and computational costs with respect to
standard POD.
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Abstract: In this work, we explore some algorithms and techniques for recovering material parameters

arising from eigenvalue problems in linear elasticity. This type of parameter recovery problem arises in the

process of modal testing, where measurements on the eigenfrequencies of e.g. an engine rotor are provided.

One of the main challenges we deal with is the fact that engine rotors are anisotropic, and that inverse

problems involving anisotropic linear elasticity eigenvalue problems is a relatively new field of research.
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Abstract: Ensemble Kalman–Bucy filters (EnKBFs) are an important tool in Data Assimilation that aim to

approximate the posterior distribution for continuous time filtering problems using an ensemble of interacting

particles.

In this talk we first derive a (deterministic) mean-field EnKBF for finite dimensional, nonlinear, continuous

time filtering problems as a constant gain approximation to the optimal filter. Other well known versions

of the EnKBF are then obtained by replacing Brownian motions with deterministic inflation terms and vice

versa.

We then prove the well posedness of this class of mean-field equations via a combination of a fixed point and

a partial stopping argument.

Next we investigate the mean-field EnKBF when the signal is given by a nonlinear SPDE, i.e. for infinite

dimensional signals. In this case proving the well posedness requires an adaptation of the fixed point

argument, which makes use of the robustness of the law of total variance with respect to the observation

function.

Finally, if time permits, we discuss the analysis of the approximating particle system and a propagation of

chaos result.

Keywords: Data Assimilation, Ensemble Kalman–Bucy filter, Feedback Particle Filter, SPDEs, correlated

noise, , propagation of chaos
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Abstract: We propose an efficient, accurate and robust IMEX solver for the compressible Navier-Stokes

equations describing non-ideal gases with general cubic equation of state and Stiffened-Gas EOS. The method

is based on an h-adaptive Discontinuous Galerkin spatial discretization and on an Additive Runge Kutta

IMEX method for time discretization. It is specifically tailored for low Mach number applications and

allows to simulate this kind of regimes at a significantly reduced computational cost. The method has been

implemented in the framework of the deal.II numerical library, whose adaptive mesh refinement capabilities

are employed to enhance efficiency and regions of interest. Refinement indicators appropriate for real gas

phenomena will be introduced. A number of numerical experiments on classical benchmarks for compressible

flows, including test cases for atmosphere dynamics without and with orography, and their extension to real

gases demonstrate the properties of the proposed method. Suitable extensions for two-phase flows will be

also discussed.

Keywords: Navier-Stokes equations, Discontinuous Galerkin methods, Adaptive Mesh Refinement, Atmo-

sphere dynamics, Non-ideal gases

1 Introduction

The use of implicit and semi-implicit methods has a long tradition in low Mach number flows,
see e.g [4] and the references therein. In this work, we propose a discretization approach for
the equations of non-ideal compressible gas dynamics [1]. The goal is to derive a method
that can then be easily extended to handle two-phase compressible flows, where a number
of coupling and forcing terms arise that cannot be dealt with efficiently by straightforward
application of conventional solvers. The proposed method is implemented in the numerical
library deal.II [3]. This software also provides h-refinement capabilities that are exploited by
the proposed method. For the specific case of real gases, novel physically based refinement
criteria have been proposed and tested.

2 Models and results

Let Ω ⊂ Rd, 2 ≤ d ≤ 3 be a connected open bounded set with a sufficiently smooth boundary ∂Ω.
We consider the classical unsteady compressible Navier-Stokes equations in flux form. The
above equations must be complemented by an equation of state (EOS) for the compressible
fluid. A classical choice is that of an ideal gas. An example of non-ideal gas equation of
state is given by the general cubic equation of state that reads as follows. We have shown
that, under specific assumptions, the quantity β = log(T ) − 2

Rg

cv
atanh (2ρb− 1) is constant for
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isentropic processes and can be therefore used for mesh adaptation procedures. Here T is
the absolute temperature, Rg is the specific gas constant, cv is the specific heat at constant
volume, ρ is the density and b is a suitable parameters that characterizes the gas behaviour.
The last example of non-ideal gas considered is represented by the Stiffened Gas equation of
state (SG-EOS). We use a flexible space discretization and a second order implicit-explicit
(IMEX) time discretization, combined to obtain an efficient method for compressible flow
of real gases at low to moderate Mach number. More specifically, following [4], we couple
implicitly the energy balance to the momentum one, while treating the continuity equation
in an explicit fashion. Moreover, as commonly done in numerical models for atmospheric
physics, we split the hyperbolic part of the problem from the diffusive terms, which are
treated using the implicit part of the IMEX scheme employed for the hyperbolic terms.

3 Conclusions

We have proposed an efficient, h-adaptive IMEX-DG solver for the compressible Navier-
Stokes equations with non-ideal EOS. The resulting method is implemented in the frame-
work of the numerical library deal.II and exploits its h-adaptive capabilities on the basis of
physically based adaptation criteria that have been proposed specifically for the non-ideal
gas case. A number of numerical experiments,including test cases for atmosphere dynam-
ics without and with orography, validate the proposed method and show its potential for
low Mach number problems. Moreover, possible extensions to two-phase flows have been
discussed.
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Abstract: We present a novel Lagrangian–Eulerian scheme for the resolution of two-dimensional compress-

ible and inviscid flows. The scheme considers arbitrary-order continuous space discretizations on unstruc-

tured triangular meshes, as well as arbitrary-order implicit–explicit Runge–Kutta time marching schemes.

The method preserves mass, momentum and total energy as long as the integrals in the formulation are

computed exactly. The recent model proposed by Brenner [1] for viscous flows is employed to define the

operators needed to stabilize the continuous Galerkin formulation. The method has been tested on several

benchmark problems using a fourth-order time-marching formula and up to fifth-order elements, showing

good accuracy both for smooth and discontinuous solutions.

Keywords: finite element method, compressible flows, high-order methods, conservative methods

1 Formulation

In this work, we focus on the Euler equations for compressible and inviscid flows,

∂tuI + ∂j (vjuI) = ∂j (fIj) , (1)

with ∂t ≡ ∂/∂t, ∂j ≡ ∂/∂xj, t the time, x the position vector, u = [ρ,m1,m2, E ]
T the vector of

conservative variables, f = f(u) the pressure flux matrix, f1,j = 0, f1+i,j = −pδij, f4,j = −pvj, ρ
the density, v the velocity, m = ρv the momentum per unit of volume, E = p/(γ−1)+ρvivi/2 the
total energy per unit of volume and γ the adiabatic constant of the gas. We adopt Einstein’s
summation convention, with uppercase and lowercase indices varying from 1 to 4 and from
1 to 2, respectively.

The so-called weak Lagrange–Galerkin formulation [2] associated with Eq. (1) is

∂t

∫
Ωf

uIψ dΩ = −
∫

Ωf

fIj∂jψ dΩ +

∮
∂Ωf

fIjψnj dσ, ∀ψ ∈ V, (2)

where Ωf (t) :=
{
x(t) ∈ R2 : dx/dt = v(x(t), t)

}
is a domain that moves with the fluid, n is the

outward normal vector to the boundary ∂Ωf , and ψ(x, t) is a continuous test function such
that remains constant along the trajectories of the fluid particles, i.e., Dtψ := ∂tψ+ vj∂jψ = 0.

Following [3], Eq. (2) is first discretized in space with a multiscale finite element method.
The mesh moves with Ωf (t) and therefore the method is Lagrangian. Then, we march in
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time with an implicit–explicit Runge–Kutta (RK) method. Specifically, for each stage of
the RK method we perform the following steps: (i) the mesh is displaced with the explicit
part, (ii) Eq. (2) is solved as is (without any stabilization terms) with the explicit part, and
hence we obtain a non-stabilized solution u∗, (iii) the latter is post-processed to detect the
discontinuities and to compute an artificial-viscosity based stabilization operator, and (iv)
Eq. (2) is equipped with the stabilization operator and solved with the implicit part of the
RK method to yield a smooth solution uh. Periodically, uh is remapped from the moving
mesh to a fixed (reference) mesh to avoid mesh distortion problems.

2 A numerical example

To check the accuracy of the method, we have solved several benchmark problems. In Fig.
1 we show the results for the so-called shock–vortex interaction problem [4].

Figure 1: Numerical solution of the shock–vortex interaction problem for fifth-order elements and mesh
size h ' 0.01.
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Abstract: The flow structure within the cavities between each rotor disks of the high-pressure compressor

is inherently unsteady due to both forced and natural convection phenomena induced respectively by the

cooling axial through-flow and by the opposing effects of the centrifugal force field and the large temperature

gradients. This talk presents an approach based on a hybrid Lattice-Boltzmann Method (LBM) capable of

modeling such buoyancy-driven flows. A local rotating reference frame model is combined with a segregated

thermal LBM to simulate the rotation of perfect gases by considering centrifugal and Coriolis force terms.

Then, a mass-conserving boundary treatment that handles surface curvature allows for the accurate predic-

tion of the Nusselt number on the disks. Finally, a modified mesh refinement strategy based on [5] enables

the extension of the simulations to higher Rayleigh numbers. Coupled with a Large Eddy Simulation (LES)

turbulence model, the proposed approach is able to recover flow and heat transfer mechanisms of sealed [6]

and open [1] rotating compressor cavity rigs covering a large range of Rayleigh numbers (106 − 1014). It

compares well with published numerical studies from other solvers, producing precise results for a simulation

time that is shorter by an order of magnitude. The proposed approach is thus a promising method for the

simulation of turbomachinery cooling circuits.

Keywords: Buoyancy-driven flows, Heat transfer, Compressor cavities, Large Eddy Simulation, Lattice-

Boltzmann Method.
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Figure 1: Left : Scheme of the rotating open cavity rig of [1] where an axial throughflow of air of temperature
Ti is used to cool non-uniformly heated disks at a temperature Td(r). Right : Non-dimensional temperature
field T ⋆ at the mid-section of the cavity.
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Figure 2: Radial Nusselt number profiles of both upstream (left) and downstream (middle) disks and
relative azimuthal velocity profile at the cavity mid-section (right) against experimental data of [1] and
numerical studies from other solvers [2, 3, 4].
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Abstract: Fluid flows interacting with highly deformable structures and free surfaces are present in many

engineering problems and methods for their solution attract considerable attention in many engineering

fields. There are many numerical methods available in the literature for fluid simulations. Among them,

the Particle Finite Element Method (PFEM) is a mesh-based Lagrangian approach, particularly suited for

fluid modelling with rapid changes in the domain topology. The PFEM represents a powerful numerical

tool for solving Fluid-Structure Interaction (FSI) problems involving large structure deformations and fluid

free-surface flows, since fluid boundaries and FSI interfaces are tracked naturally by the position of the

mesh nodes. However, an Eulerian formulation is more convenient for solving fluid problems characterized

by confined portions of the domain with a fixed geometry or by non-homogeneous boundary conditions on

velocities. In this work, a mixed Lagrangian-Eulerian approach is presented with the aim of exploiting the

advantages of both formulations. According to the proposed method, nodes on the fluid free-surface and

on the FSI interface are analysed in the Lagrangian framework, while the remaining nodes can be either

Eulerian or Lagrangian. Furthermore, an algorithm to detect runtime the transition zone between the two

kinematic descriptions for FSI problems has been introduced to increase the efficiency of the method.

Keywords: Mixed Lagrangian-Eulerian, Particle Finite Element method (PFEM), Fluid Structure Inter-

action (FSI), Explicit Dynamics

1 Introduction

Fluid flows and Fluid-Structure Interaction (FSI) problems characterized by fast domain
evolution and large structural deformations are present in problems of great interest in
many research areas, such as civil, aerospace and biomedical engineering.

The motion of viscous fluids is governed by the Navier-Stokes equations that can be for-
mulated either in the Eulerian or in the Lagrangian framework. In the former approach, a
fixed control volume in which the material flows is considered for the fluid analysis. When a
mesh-based approach is used, the computational mesh remains unchanged in time and this
facilitates the treatment of fixed boundaries with prescribed fields. However, the free surface
and FSI interface tracking does not occur in a natural way in the Eulerian description and
ad-hoc techniques are required. By contrast, in the Lagrangian approach, the computational
mesh is attached to the material and the position of mesh nodes is updated according to
the fluid particles movement. As a consequence, the mesh undergoes excessive distortion in
large-deformation problems and frequent remeshing is required. When the mesh problem is
properly treated, the latter approach represents an efficient tool for simulating fluid and FSI
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problems involving free surface flows and highly deformable structures.

Recently, Lagrangian mesh-based methods have been successfully employed for solving fluid
flow problems thanks to the improvements in mesh generation algorithms. The Particle
Finite Element Method (PFEM) is a Lagrangian finite element approach characterized by
runtime mesh regeneration performed when the current one becomes too distorted due to
fluid movement. The PFEM was initially introduced for solving free surface flows [1] but
soon after it showed the ability to simulate FSI problems[2], granular[3] and thermal coupled
analyses[4].

In this work, a mixed Lagrangian-Eulerian kinematic model for PFEM is presented. The
proposed technique divides the domains into Eulerian and Lagrangian regions in order to
fully exploit their advantages. The Lagrangian approach is used close to the fluid free
surfaces and fluid-structure interfaces, whereas the Eulerian approach is adopted elsewhere.
The proposed method is also extended to FSI problems by introducing a rectangular (in 2D)
remeshing region enclosing the structure. Inside this region, nodes are treated as Lagrangian
to facilitate interface tracking, while the remaining nodes are set to be Eulerian. In order
to fit the solid body during the motion, the position and space extension of the remeshing
region are updated in the analysis, e.g. when the structure reaches the interfaces separating
Lagrangian from Eulerian regions.

2 Conclusions

A mixed Lagrangian and Eulerian multi-domain formulation for PFEM is presented in this
work. This approach aims to exploit the advantages of the two kinematic descriptions
for the treatment of fluids and FSI problems in explicit PFEM. Lagrangian description is
conveniently adopted in regions where large changes in domain topology are expected, such
as zones close to free surfaces and FSI interfaces. By contrast, the Eulerian framework is
considered in regions where no significant evolutions of the domain are expected or where
complex boundary conditions are imposed.
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Abstract: Improving hydroelectric facilities becomes essential with more fluctuating energy sources, i.e.

solar and wind energy, in the energy grid. Pumped-storage hydropower balances the electricity generation

with the demand. The wide operating range required for such applications challenges the pump-turbine

design. We aim to optimize the shape of the pump-turbine runner blades such that the overall efficiency

of the pump-turbine at multiple operating points increases. Therefore, computational fluid dynamics and

an adjoint-based optimization approach are employed. Adjoint-based gradient optimization allows efficient

blade shape optimization with many degrees of freedom. The optimization results show that the power input

required in pump mode can be decreased significantly within a few design iterations. The blade shape alters

mainly at the trailing edge, which moves towards the center of rotation. Combining multiple optimized

shapes into a single pump-turbine design for a flexible operating range will be discussed.

Keywords: Hydro Power, Computational Fluid Dynamics, Adjoint Shape Optimization

1 Introduction

Due to the rapid expansion of fluctuating renewable power sources, flexible pumped hydro
storage has become increasingly important. Therefore, improving the pump-turbine perfor-
mance over a wide operating range is an important field of research we want to contribute.
Our aim is to increase the overall efficiency for multiple operating points of pump-turbines
with shape optimization using computational fluid dynamics and adjoint-based gradient
optimization. Adjoint optimization has the advantage that the calculation time scales in-
dependently from the number of design variables [1]. This is advantageous for complex
geometries, which are often found in turbomachinery.

2 Methods

The runner blades of a pump-turbine are optimized using the software package DAFoam
(Discrete Adjoint Foam) [1]. The flow through a blade passage is numerically simulated while
applying periodic boundary conditions. The runner interfaces with the static components
are modeled as mixing planes, and the data is transferred from the simulation of the whole
assembly. The inflow and outflow boundary conditions and the rotating speed are set to
match the experimental setup. The procedure depicted in figure 1 is applied to obtain
the optimized shape. The steady-state, incompressible solver simpleFoam (OpenFOAM)
with the Spallart-Allmaras turbulence model is used to compute the flow solutions for the
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operating points. Then the adjoint optimization algorithm calculates the adjoint-gradient
and changes the design variables to minimize the combined objective function. In this
implementation, the design variables are free-form deformation points. These points are
mapped on the runner blade surfaces and can be moved by the algorithm. The required
moment to turn the rotor is used as the objective function. In order to decrease the power
input, the moment should decrease while mass flow, rotation speed, and pressure ratio stay
constant. Finally, the optimized runner geometry is reinserted into the whole pump-turbine
assembly to verify the outcomes.

3 Results

Results for two exemplary operating points in pump mode show a decrease of 10.5 % for
the moment coefficient after five design iterations. Since P = M · ω and ω are constant at
operating points, the required power to operate the pump-turbine drops proportionally. The
blade shape is primarily changing at the trailing edge, moving closer to the rotation axis.
Figure 2 shows the shape transformation for different cross-sections across the blade’s span.

Input Variables

Op. Point 2/1
Pump

Obj. Funct. 2/1
min torque

Combined Objective

Weighted Obj. 
Function 2

Op. Point 2/n
Pump

Obj. Funct. 2/n
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Op. Point 1/1
Turbine

Obj. Funct. 1/1
max torque

Weighted Obj.
Function 1

Op. Point 1/n
Turbine

Obj. Funct. 1/n
max torque

Design Iteration

Figure 1: Optimization flow chart Figure 2: Blade change at the trailing edge

4 Discussion

The initial optimization results are auspicious. However, more design optimization iterations
are needed to reach full convergence, which could not be achieved due to resource constraints.
Therefore, better results are expected using high-performance computing clusters. More
operating points in pump and turbine modes will be considered. The final goal is a pump-
turbine design for flexible use with rapidly changing operating points and an overall high
efficiency.
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Abstract: This paper discusses an experimentally validated 3-D CFD model of the food freezing process

in a household freeze-dryer with forced air circulation. The coupled model consists of three sub-models

to simulate simultaneously the chamber cooling, product freezing add evaporator operation. Moreover, an

analysis of airflow distribution for various internal geometry of the chamber components was performed.

That analysis included the variation of the air fan size and position and the distance between the shelves

and freeze-dryer doors. The computational results helped to redesign the interior of the investigated chamber

and guarantee a more uniform air distribution. This directly affected the reduction of discrepancies in the

freezing time of samples placed on different shelves. The freezing time for the bottom and top shelves for

the optimal design was equal to 34 and 46 min, while it was equal to 106 and 128 min respectively for the

original design. It should be highlighted that the proposed numerical tool and multivariant approach can be

easily adapted to improve the design of various freeze-drying systems with the integrated ice trap. Hence,

the utilisation of that CFD model will help to reduce the freeze-drying time and energy consumption for

numerous applications.

Keywords: Food freezing, Cold-chain, Numerical modeling, Coupled solution, Freeze-drying

1 Introduction

In this study, the coupled 3-D CFD model of the freeze-dryer chamber was developed to
analyse the freezing process and airflow inside that device. The integration of the freezing and
freeze-drying processes in one unit is a novel concept that helps to make the system compact,
cheap and flexible. Due to the complexity of the freeze-drying chamber, the developed model
included a number of multiscale processes such as air fan operation, unsteady operation of
the evaporator, and freezing process inside the food sample. In consequence, the model was
divided into a number of sub-models and then coupled with the in-house developed script.
The model was validated using the measured temperatures at the centre of the food samples
located on two different shelves inside the storage chamber. The entire freezing process can
be divided into three characteristic stages, namely: the cooling phase (to the initial freezing
point of about -1.8 ◦C), the phase change phenomenon, and the cooling of the frozen sample
to a temperature of about -40 ◦C.
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2 Methodology

The research strategy consisted of several steps. First, the experimental investigation of the
reference device to collect data for validation was performed. Next, the 3-D CFD model
of the freeze-dryer chamber for airflow analysis was prepared. Using the mentioned model,
various variants of the internal design of the chamber in order to improve the uniformity of
air distribution were simulated. The modifications focused on three variables, namely fan
area and number, and distance between the edge of the shelves and the appliance door. The
next step covered the development and validation of a coupled 3-D CFD model for food
freezing simulations. In the end, model accuracy was determined using relative root mean
square error (RRMSE) and coefficient of determination (R2).

3 Results

The results of the validation suggested that the freezing process was properly modeled.
RRMSE of the CFD model was established at the level of 3.5 % for the product located on
the top shelf and 19 % for the product located on the middle shelf. Moreover, R2 was equal
to 0.989 and 0.988, for the top and middle shelves, respectively.

Based on the results of the multi-variant analysis, the solution with two fans placed one
above the other and with a distance of 0.05 m between the shelves and the door of the
device turned out to be the most advantageous. A comparison of this conceptual solution
with the basic case is presented in Fig. 1.

Figure 1: Comparison of velocity magnitude fields for (a) reference case and (b) prototype case

Fig. 1 (a) represents the reference device geometry. For most of the shelves, the velocity
magnitude was around 1 m·s−1, except for the middle one in front of which the fan is located.
The cross-section presented in Fig. 1 (b) presents results for a prototype solution. In this
case, on almost each of the shelves velocity magnitudes reached about 3 m·s−1. The freezing
time on individual shelves, determined using Pham’s method [1] was 46 minutes, 39 minutes,
and 34 minutes for the top, middle, and bottom shelves for the prototype case, respectively.
While in the reference case, the freezing times on the same shelves were equal to 128 min,
27 min, and 106 min, respectively.
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4 Conclusions

Based on the presented numerical results, a new design of the internal chamber of the freeze-
dryer was proposed, taking into account two fans and a gap between shelves and the appliance
door of 0.05 m. Providing a bigger gap between the shelves and the appliance door allowed
air to flow to the front of the chamber and return to the other shelves more effectively. The
arrangement of the shelves was kept the same as in the reference device. Such organisation
of the chamber interior geometry allowed for the reduction of the difference in freezing time
between the compared products. In the next steps, the prepared and validated coupled CFD
model will be used to redesign the freeze-dryer chamber and adapt it for the microwave
heating system.
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Abstract: Heat and mass transfer mechanisms regarding droplet impact have been extensively studied for
dry surfaces, and in terms of droplet evaporation/combustion during free-fall. On the contrary, the droplet
impact phenomena onto heated liquid films is a topic overlooked in the literature and requires further
understanding in terms of hydrodynamics and phase change. Therefore, this work focuses on numerically
simulating droplet impact onto liquid films in the presence of vapour bubbles. The crown height, diameter
and overall development are analysed as a function of the position of the bubble related to the axis of
symmetry. Results show that the crown overall growth is affected if the vapour bubbles detach and contact
the crown wall. The size of the vapour bubbles also influences the detachment from the surface.

Keywords: Droplet Impact, Numerical Model, Bubble Formation, Crown Disintegration

1 Introduction

The mathematical and numerical comprehension of multiphase flows are topics both exten-
sively studied and far from understood. Specifically, the droplet impact phenomena and
associated interfacial phenomena, such as surface tension, evaporation and condensation,
are difficult to implement in euler-euler formulations, along with the underlying fluid dy-
namics of the droplet-liquid film interactions. These are found in practical applications such
as internal combustion engines, heat exchangers, and electronic cooling devices, in which
temperature plays a major role. If a heated surface is covered by a liquid film, local boiling
effects will occur, leading to the appearance of vapour bubbles on the impact surface, which
affect the impact phenomena.
The influence of the bubble size and spacing on the crown formation and disintegration has
been studied in previous works [1]. However, the initial bubble displacement (which refers
to the vapour bubble closest to the symmetry axis) was not varied during the experiments,
which may be an important factor in determining the crown overall development. Therefore,
this work focuses on numerically simulating droplet impact onto liquid films in the presence
of vapour bubbles, in which the first bubble positioning in relation to the axis of symmetry
is varied.

2 Numerical Model

The numerical model consists on solving the Navier-Stokes equations coupled with the VOF
method for liquid-gas interface tracking, which has been fully detailed [1]. Basilisk [2] was the
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open-source software adopted for the numerical simulations. Figure 1 displays a schematic
of the physical setup. A single droplet impacts vertically onto a liquid film of a certain
thickness. Vapour bubbles are positioned in the impact surface to represent boiling effects.
These are defined by their diameter, Dv, spacing, xv, and the positioning of the first bubble,
xs, meaning the displacement of the vapour bubble in relation to the axis of symmetry. This
last parameter will be modified to verify its influence on the impact outcome.

xv

Dvxs h

D0
U0

x

y

Figure 1: Numerical setup: xs - Initial vapour bubble displacement from axis of symmetry; D0 - Droplet
diameter; U0 - Droplet impact velocity; Dv - Vapour bubble diameter; xv - Vapour bubble spacing; h -
Liquid film thickness.

3 Conclusions

Numerical simulations of droplet impacting onto a heated liquid film in the presence of
vapour bubbles were performed. Results show that the crown overall growth is affected if
the vapour bubble detaches from the impact surface and contacts the liquid crown wall,
leading to disintegration. The size of vapour bubbles is also a factor, as smaller bubbles tend
to stick to the impact surface, not disturbing the crown walls.
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Abstract: Welding is very important in numerous industries ranging from automotive and aviation to 

shipbuilding and pressure vessel production. For large plate welding, high heat input welding causes various 

problems related to rapid local overheating and the formation of inhomogeneous post-weld microstructure. 

Welding is also used in additive manufacturing, which is rapidly developing technologies nowadays. Since 

welding is a complex multiphysical process there are various parameters such as electric current, oxygen presence, 

slag composition, heat flow and weld pool flow which influence the quality of welding joint and efficiency of the 

process. In this work we experimentally and numerically investigate how to modify heat and mass transfer in weld 

pool and heat affected zone by applied electromagnetic fields. Electromagnetic field is one of the ways how to 

affect the molten metal flow by changing the electromagnetic force distribution in the weld pool. Experimental 

setup is developed for investigation of the controlled welding with applied  magnetic fields and their combinations 

(AC field, DC field, pulsed field, gradient field). It is found that DC magnetic field has influence on joint 

morphology and microstructure.  

Keywords: Welding, Electromagnetic field, Additive manufacturing, Magnetohydrodynamics 

1. Introduction 

During welding process of steel plates multiple physical processes take place. To 

connect thick plates with single weld high heat input welding is used and nowadays welding 

energy can be as high as 500 kJ/cm [1]. Heat and mass transfer in weld pool are largely 

influenced by electromagnetic forces, because of high current density. Melt flow in the weld 

pool have significant influence on heat transfer and impurity transport. These can be the key 

factors for weld joint material structure and quality [2]. Melt flow can be created by several 

different effects. Well described effects in welding are Marangoni convection due to surface 

tension-temperature dependence, buoyancy convection due to density temperature dependence 

and electro-vortical flow due to the weld current self-induced magnetic field interaction [3]. 

Previous research has been devoted to the study of the slag properties and various welding 

process parameters and their influence on the result [4-6]. It is shown that electro-vortical flow, 

Marangoni convection, natural convection are the main mechanisms driving liquid metal flow 

in the weld pool [7]. This is important because flow is closely linked to the temperature regime 

and heat transfer in the weld pool and local cooling rate [8]. Cooling rate is one of the main 

aspects, which determine the structure and properties of the solidified metal [9]. 

2. Results 

Shipbuilding steel AH36 plate is welded under DC magnetic field of 0.07 T. Experiment 

is done in small scale using a regular welder and 3.2 mm rutile coated electrode (-). Weld current 

is 150 A in all experiments and welding velocity is 10 mm/s. Magnetic field is created by 

permanent magnet assembly, which can be turned to get all orientations of the magnetic field.  

Experimental results are summarized in the Fig. 1, showing the cross sections with 

various magnetic field orientations. Reference experiment without DC magnetic field is shown 

in Fig. 1a, in this case joint and heat affected zone is symmetric. According to estimations we 

can assess the fluid flow direction in each case with DC magnetic field. If DC magnetic field is 

applied perpendicular to the welded plate than the Lorentz force acts on the molten weld pool 

and flow is induced to the one side of the joint as can be seen in Fig. 1b. In case of magnetic 

field along the joint direction shown in Fig. 1c force is also acting perpendicular to the joint 

file:///C:/Users/igor/Downloads/imants.kaldre@lu.lv
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which can be seen as asymmetric joint and HAZ. If static magnetic field is applied 

perpendicular to the weld direction, then Lorentz force acts along the joint potentially leading 

to improved heat transfer in longitudinal direction along the joint direction Fig. 1d. 

Experimental results are in good agreement with numerical simulation results of the MHD flow 

in the weld pool. 

 
Figure 1. Cross section of the weld joint under different direction of static magnetic fields. Here I=150 

A, u=1 cm/s, B=0.07 T: a) Reference experiment, b) Magnetic field from bottom, c) Magnetic field along 

welding direction, d) Magnetic field perpendicular to welding 

4. Conclusions 

This work experimentally demonstrates that static magnetic field could be used to affect 

the joint and heat affected zone morphology. Novadays more and more popular are combined 

welding processes which you use DC and AC current simultaneously. Application of external 

magnetic fields can potentially be another tool how to modify heat and mass transfer. 
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Abstract: The combination of high strength and ductility in steels has been pursued throughout the decades

to fulfill industrial requirements. Among the so-called advanced high-strength steels, Transformation-Induced

Plasticity (TRIP) alloys have gained particular traction over the last years due to the their reduced pro-

ductions costs. The mechanically-induced transformation from retained austenite to martensite promotes a

strain hardening effect that enhances the ductility of these materials. A finite-strain micromechanical single-

crystal constitutive model accounting for irreversible martensitic transformations and crystallographic slip

in both phases is formulated in this work. The non-unique solutions for linearly-dependent systems are

addressed via a rate-dependent regularisation in a fully implicit return-mapping algorithm combining a

volume-preserving exponential mapping integrator and a generalisation of Patel and Cohen’s energy-based

criterion for martensitic transformation. When embedded in a multi-scale finite element framework, the

macroscopic response is derived from the computational homogenisation of Representative Volume Elements

(RVEs). Compared with previous works [1,2], relevant terms are introduced in the thermodynamic driving

forces to better recover the experimental response of these materials. The model is validated with available

results in the literature [3] using an automated parameter identification tool. Finally, certain modelling

simplifications are explored to reduce the number of local equations when martensite plasticity is admitted.

Keywords: Crystal Plasticity, Phase Transformation, FEM, Multi-scale Models
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[3] Perdahcioğlu, E. S., and H. J. M. Geijselaers. 2012. ’A Macroscopic Model to Sim-
ulate the Mechanically Induced Martensitic Transformation in Metastable Austenitic
Stainless Steels’. Acta Materialia 60 (11): 4409-19.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Modeling technique for petiole-lamina connections of peltate
leaves

Stephan Ritzert1, Hagen Holthusen1, Domen Macek1, Annabell Rjosk2, Thea
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Abstract: Peltate leaves, where the petiole is attached on the underside of the leaf blade, act as a model for

novel lightweight carbon fiber reinforced structures. In petiole-lamina connections, the fibers (sclerenchyma)

are redirected from the leaf blade (lamina) into the leaf stalk (petiole). Modeling these fiber bundles with

the finite element method would require very fine meshes, to distinguish between matrix and fiber parts. In

this work, we use only one mesh for both constituents and embed information about the fiber bundles. For

every element, we compute the fiber content and the averaged fiber direction as internal variables. These

quantities are integrated into a transversely isotropic viscoelastic material model for finite strains, where the

fiber content of the element scales the anisotropic part. The fiber geometry is discretized as a point cloud

with orientation vectors at every point. This data can be computed from segmented computer tomography

data.

Keywords: Anisotropy, FEM, Viscoelasticity

1 Introduction

In this work, we present a method to simulate the petiole-lamina connections of peltate
leaves, which are leaves where the petiole is attached to the underside of the leaf blade. The
load is transferred by fiber bundles from the leaf blades into the petiole. Different peltate-
leaved species show different fiber bundle structures and orientations in the transition zones.
The load-bearing mechanisms of these plants should be analyzed to inspire new carbon
fiber-reinforced constructions. The complex anatomy of these reinforcing structures makes
creating a finite element model difficult. Therefore, we represent the fiber bundles with a
vector field and superimpose this field with a finite element mesh. In the elements containing
fibers, we use a transversely isotropic viscoelastic material model for finite strains. In all
other elements, we use a finite strain, isotropic viscoelastic material model

2 Model

The fiber bundles are modeled by considering a transversely isotropic material only in ele-
ments containing fibers. For every element, we compute the fiber content

αF =
kp
ke
, (1)
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where kp is the number of fiber points per element and ke is the maximum number of points
per element. Furthermore, we define the averaged fiber direction as

nF :=
1

kp

kp∑
p=1

nF,p. (2)

The mechanical behavior of plant tissue is time-dependent. Therefore, we model both con-
stituents by a viscoelastic material model. The model used here is a modification of the
material model developed in Macek et al. [1]. This model is based on the multiplicative split
of the deformation gradient into elastic and inelastic parts

F = F iso
e F iso

i = F ani
e F ani

i . (3)

Based on this split we define the right Cauchy-Green strain tensors for both constituents:

C = F TF (4)

Ciso
e = F iso

e

T
F iso
e , Ciso

i = F iso
i

T
F iso
i (5)

Cani
e = F ani

e

T
F ani
e , Cani

i = F ani
i

T
F ani
i (6)

The anisotropy is accounted for by structural tensors, that are computed from the averaged
fiber direction

MF = κ I + (1− 3κ)nF ⊗ nF , M̄F =
F ani
i MF ani

e
T

Cani
i ·M

(7)

where κ is the dispersion factor and M̄ is the structural tensor in the intermediate configu-
ration. Based on these definitions, the Helmholtz free energy is

ψ = ψiso
eq (C) + ψiso

neq(C
iso
e ) + αF

(
ψani
eq (C,M) + ψani

neq(C
ani
e ,M̄)

)
. (8)

Here the anisotropic contributions are scaled by the fiber content αF (Eq. 1). Both isotropic
and anisotropic parts have an equilibrium free energy accounting for the elastic response and
a nonequilibrium part responsible for the viscoelastic response. The nonequilibrium parts
depend on tensors in the intermediate configuration. For the definition of the free energy
parts, evolution equations, and an explanation of the numerical implementation, the reader
is referred to Macek et al. [1].

With this model different plants with different fiber paths can be computed with coarse
meshes. It simplifies the modeling process since the fiber bundles do not have to be modeled
explicitly. The vector field can either be computed from splines or from segmented CT Data.
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Abstract: This study presents a new approach to the numerical analysis of crack evolution in thin films made of 

titanium nitride (TiN) pulsed laser deposited (PLD) on the surface, taking into account the morphology of the thin 

film in an explicit manner. TiN thin films deposited on different substrates were selected as a case study for the 

research. The mechanical properties of the thin film and the substrates were determined with the nanoindentation 

tests conducted in laboratory conditions. Based on the performed tests and inverse analysis, the hardening curves 

for TiN and substrates were determined and then applied to the numerical modelling of crack formation under 

loading conditions. The plugin for Abaqus software was implemented to deliver a digital material representation 

model of the investigated thin film. The crack propagation model was developed within the finite element method 

considering the cohesive type elements. The obtained numerical results are validated against a series of 

experimental data. The study proved that the model based on the concept of digital material representation could 

be used for reliable predictions of local crack development in thin films deposited by the PLD method. 

 

Keywords: pulsed laser deposition; thin films; digital material representation; inverse analysis; cohesive zone; 

 

1. Introduction 

Titanium nitride (TiN) thin films are widely used materials for obtaining products with a 

high degree of biocompatibility and high strength resistance at the same time (e.g., implants). 

Therefore, TiN films are used in implantology, from knee joint replacements to pump valves 

supporting the human heart [1]. However, transmission and scanning electron microscopy 

analysis revealed the frequent occurrence of a complex columnar nanostructure in these 

materials resulting from the specific nature of the Pulsed Laser Deposition (PLD) [2] process. 

The morphology of such nanostructure is one of the main reasons for uncontrolled delamination 

and fracture observed in thin films under loading conditions.   

Accurate analysis of  thin film cracking requires a series of very sophisticated laboratory 

experiments. These studies are often time-consuming and expensive. Therefore, as the 

capabilities of modern Computer Aided Engineering (CAE) applications significantly increased 

in recent years, they are frequently used to support experimental investigations. The 

possibilities offered by the modern Digital Material Representation (DMR) approaches have 

been explored in particular [3]. DMR can be treated as replicas of real microstructures for 

further numerical simulations. Such models allowtransferring of nanostructural behaviour 

responsible for the fractures and delamination process directly to the numerical simulation. 

Information on the local heterogeneities in the thin film morphology is crucial to investigate 

fracture initiation. 
 

2. Numerical model of nanoindentation test 

The work extends the mentioned DMR-based research and incorporates information on the 

heterogeneous morphology of the columns in the deposited film. The full-field model was 

developed based on quantitative transmission electron microscopy investigation. The cohesive 

zone elements were also introduced to determine critical values for fracture initiation and 

https://sciwheel.com/work/citation?ids=11588665&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=6432288&pre=&suf=&sa=0&dbf=0


delamination in TiN thin film deposited on different substrates, namely Si, Al, Steel, Cu. An 

example of obtained results is presented in Figure 1. 
 

 
Figure 1. Stress distribution with fractures in TiN thin film deposited on Al after nanoindentation test. 

 

To prove the predictive capabilities of the developed full-field model, the numerical results 

are validated against the laboratory nanoindentation data revealing the film behaviour under 

loading. It was also demonstrated that the approach could be directly used in commercial finite 

element software, which is important for wide application across the community. 
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Abstract: We investigate the spectrum of operators arising from the discretization with least-squares finite

elements method. Particularly, we look into the first order system least-squares (FOSLS) for linear elastic

problems in its two and three-field formulations. In our study, the discretization with the least-square finite

element approach gives rise to a non-symmetric discrete formulation, on the contrary to the Laplacian which

has a symmetric discrete formulation. Hence, complex eigenvalues are expected. We give some numerical

analysis on the two-field case, and present some numerical results for both formulations. We are mainly

interested in the behavior as we move to the incompressible limit. Thus, we show the strong dependency on

the Lamé parameters and the underlying mesh.

Keywords: eigenvalue problems, linear elasticity, least-squares finite elements

1 Introduction

The first-order partial differential system for linear elasticity is called stress-displacement
formulation. This formulation is comprised of the constitutive and equilibrium equations.
The constitutive equation gives the relation between stress and strain tensors. Although one
can obtain a second order problem with pure displacement, this is not preferred when for
example one is interested in the stress, which can be obtained by differentiating displace-
ment. Thus, the approximation order of the stress degrades. Several methods have been
developed for the approximations of linear elasticity. Mixed finite elements (MFE) leads to a
saddle point problem and requires a stable combinations between finite element spaces which
are limited. Unlike the MFE, the advantage of least-squares is that the resulting choice of
finite element spaces is not subject to stability conditions with its resulting algebraic sys-
tem being positive definite and robust in the incompressible limit for the source problem [?].
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2 The problem and convergence

Looking at the two field formulation least-squares, we consider the following problem:
Let Ω be a polytopal domain in Rd (d = 2, 3), the minimization of the functional corresponding
to the source problem is given by:

F(τ ,v; f) = ||Aτ − ε(v)||20 + ||divτ + f||20, (1)

and gives rise to the eigenvalue variational problem:
Find (ω,u) ∈ R×H1

0,D(Ω)d with u 6= 0 such that for some σ ∈XN we have(Aσ,Aτ ) + (divσ,divτ )− (Aτ , ε(u)) = −ω(u,divτ ) ∀τ ∈XN ,

−(Aσ, ε(v)) + (ε(u), ε(v)) = 0 ∀v ∈ H1
0,D(Ω)d.

(2)

The continuous problem possess positive real eigenvalues, but the least-squares formulation
is not symmetric which gives, when discretized, complex eigenvalues that are spread in the
complex plane. Moreover, non symmetry comes from the right hand side that is also singular.
We give a brief idea on how to solve such a system, what are the eigenvalues expected and
how we make use of the so called Schur complement. Moving to convergence analysis, we
investigate in depth the uniform convergence of the solution operator by verifying the dual
problem and using it to bound the error of the eigensolution under the L2 norm. We then
discuss the rate of convergence [?]. Finally, we present some numerical results confirming our
theory and study the behavior of the spectrom as the material becomes incompressible, that
is, the Lamé parameter λ first being small (elastic solid material) and then getting larger as
we move to incompressiblility for both the two and three field [?] [?].
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Abstract: In this paper, the authors investigate energy harvesting on railway bridges. The tuning frequency

for energy harvesters is studied. A stochastic process is proposed to find the tuning frequency from the

mechanical energy collected from train-induced bridge vibrations. An energy harvester prototype is designed

with PAHT-CF15 substructure. Energy losses due to detuning are analysed. The proposed approach is

validated for an in-service bridge in a High-Speed line. Finally, the performance of energy harvesting is

evaluated from in situ experimental data measured by the authors. The results allow to know the energy

harvested for several train passages.

Keywords: Energy harvesting, railway bridges, High-Speed train, Stochastic process, tuning procedure.

1 Introduction

An important problem of energy harvesting systems is associated with the fact that the
performance of the energy production device is limited to a very narrow operating frequency
band around its resonance frequency [1]. If the excitation frequency deviates slightly from
the resonance condition, the output power is drastically reduced. The objective of this work
is the estimation of the frequency to which a harvester system should be tuned to maximise
the energy collected in railway bridges.

2 Tuning procedure

An experimental campaign was carried out to assess the energy harvesting performance
in a railway bridge in July-September 2022. The bridge under study belongs to the HSL
Madrid-Sevilla.

Vibration levels under operating conditions were used to estimate the tuning frequency
from the mechanical energy following a stochastic process. The mechanical energy [2] was
computed for harvesters with a damping ratio of 1%. The confidence intervals, standard
deviation, and mean values of the energy were estimated from the shape and scale parameters
of a gamma distribution over the frequency range. Figure 1 shows the computed results.
It can be observed a predominant frequency around 8Hz where energy reaches its greatest
values. There are also significant values of the energy around 9.3Hz, which is interesting to
note. Peaks below 5Hz have not been taken into account because they correspond to bogie
passage frequencies.
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Figure 1: Mechanical energy from the bridge response for each train (solid grey lines), mean value (solid
red line) and confidence interval (dashed red line).

The tuning frequencies (vertical dashed lines) were obtained from a normal distribution of
the maximum peaks for each circulation around the frequencies 8Hz and 9.3Hz. The tuning
frequencies ft1 = 7.8Hz and ft2 = 9.28Hz are obtained from the mean value of the normal
distribution in both cases.

The estimated energy harvested by devices tuned to these frequencies are Et1 = 9.173mJ and
Et2 = 6.380mJ

3 Conclusions

The research presented here proposes a statistical procedure to estimate the tuning frequency
of energy harvesters placed on railway bridges. The performance of harvesters for an in-
service bridge on a High-Speed line has been analysed. The energy collected by harvesters
tuned to the frequencies obtained from the statistical process has been estimated.
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Abstract: The Nernst-Planck-Poisson (NPP) set of equations is used to study the drifting mechanism
in mixed ionic electronic conductors, commonly used in storage batteries. Depending on the size of the
computational domain, the solution exhibits steep gradients near the boundaries, esp, in polycrystalline
materials. As the grain boundary has different crystallographic orientations when compared to the bulk, to
minimize the overall energy, charged defects redistribute between the grain boundary and the bulk grain.
This redistribution introduces a steep gradient of ionic concentration and electric potential near the grain
boundaries. Traditional finite element method, when employed requires extremely refined mesh to capture
the steep gradient. To alleviate the meshing burden, in this work, we propose to augment the traditional
finite element approximation space with a suitable ansatz to capture the steep gradient within the framework
of the extended finite element method. The robustness and the accuracy of the proposed framework will
be demonstrated by comparing with an overkill finite element solution. Later, the developed framework is
employed to study the drifting mechanism in Lithium Lanthanum Titanium Oxide, a potential candidate
for solid electrolyte material for lithium-ion batteries.

Keywords: eXtended finite element method, Nernst-Planck-Poisson equations, Solid electrolyte, Steep

gradient
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Abstract: The present work aims at proposing an AI-based model using Thermodynamically Consistent

Recurrent Neural Networks (ThC-RNN) to predict non-linear mechanical behaviors of dissipative materials

under multi-axial and non-proportional loading paths. The development of such models can be a promising

substitute for classical numerical methods for structural analysis (Finite Element Analysis, FFT methods)

which often requires important computational costs. In fact, the new industrial constraints are nowadays

pushing the limits of materials in terms of mechanical properties for advanced applications fields (energy,

health, transport). The design of such structures can be limited by the numerical models capabilities

when non-linear material behaviors occurs. The present work therefore proposes a new paradigm for the

simulation of dissipative materials mechanical behavior by introducing a specific Neural Network architecture

ThC-RNN. ThC-RNN proposed model present two major advantages over conventional Deep Learning ANN

architectures as Multi-Layer Perceptrons (MLP). First, it is based on a specific RNN architecture called

Stacked Long Short Term Memory (Stacked LSTM) which is adapted for solving path dependent problems.

In that case, Neural Network output are not only related to the current input but also to the outputs of the

past period of time through memory gates. The design of such architecture allows to take into account the

loading history of dissipative materials subjected to complex loading paths (multi-axial and non-proportional

loading paths). On the other hand, a special focus has been given to the respect of thermodynamics principles

in the ThC-RNN model by introducing specific thermodynamical constraints during the training phase.

Finally, the model’s reliability has been tested on different plasticity models once the training is completed.

Several mechanical quantities have been properly predicted by ThC-RNN model as stress tensor and tangent

modulus components, state variables and mechanical works.

Keywords: Recurrent Neural Network (RNN), Plasticity, Dissipative materials, Non-proportional loadings

paths, Thermodynamics
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Abstract: In the design process of numerical models of railway bridges, it is usually necessary to update

numerical models with experimental data. In the case of partially-buried structures such as portal frames,

to obtain the modal parameters may lead to confusing results because of the co-existence of coupled modes

with a high participation of the soil (soil modes from now on) and soil-structure modes, with a relevant

deformation of the structure (structural modes) governing its response under operating conditions. In this

work, the modal identification of a portal frame is carried out. The structural modes are identified based

on experimental data and used to calibrate a 3D Finite Element numerical model of the portal frame with

Perfectly Matched Layers as absorbing boundaries.

Keywords: Railway bridge, portal frame, modal analysis, experimental measurements.

1 Introduction

The dynamic response of portal frame bridges is substantially affected by Soil-Structure
Interaction (SSI), which has a high associated computational cost. Because of this, SSI is
usually neglected in the dynamic analyses [1]. Besides, the strong coupling between the
soil and the structure complicates the obtention of experimental data useful to calibrate
numerical models such as the bridge modal parameters. This work aims to: (i) identify the
structural modes of an existing portal frame and then (ii) calibrate a 3D Finite Element
(FE) numerical model of the bridge padded with Perfectly Matched Layers (PMLs) to avoid
boundary reflections and reduce the computational cost.

2 Modal analysis of the portal frame

The portal frame under study is found on the High-Speed (HS) line Madrid-Sevilla at the
kilometric point 31+200. Three tracks pass over the bridge: two for HS services and one for
conventional traffic. The frame has 8 m of span length, 22.10 m width and 5.7 m height,
and is divided into two structures by a longitudinal joint (purple dashed line in Fig. 1). A
3D FE model of the bridge is implemented with PMLs enclosing the soil domain. During
the experimental campaign, 27 accelerometers, shown as red circles in Fig. 1, were installed.
Acceleration data was recorded at a sampling frequency of 4096 Hz and decimated (order
16). A third-order Chebyshev filter with high-pass frequency of 1 Hz was applied.
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Figure 1: Two views of the bridge, accelerometers layout and numerical model.

First, an OMA is carried out from the ambient vibration of the structure using the Enhanced
Frequency Domain Decomposition (EFDD) method. Due to the strong influence of the
soil, it is difficult to distinguish between soil and structural modes. For this reason, the
Frequency Response Functions (FRF) of 27 train passages in all sensors are also analysed.
Clear frequency peaks detected with both approaches are found as modes with a predominant
participation of the bridge structure. These modes are then used to calibrate the numerical
model. Sufficient soil and PML lengths are used to ensure the stability of the solution.
The PML layer surrounding the soil ensures the absortion of propagating waves and avoids
spurious boundary reflections. A uniform homogeneous soil type is considered in a first
approach. The calibration process is counducted based on a series of harmonic analyses
while variying the mechanical properties of the soil and the bridge under acceptable ranges.
Finally, after proper calibration, the first two natural modes of the bridge are replicated with
the numerical model: f1=26.8 Hz, ζ1=0.48 % and f2=44.3 Hz, ζ2=0.55 %.

Figure 2: First two structural mode shapes. Left: OMA. Right: numerical model.

3 Conclusions

It can be concluded that, due the complexity induced by the influence of the soil, comparing
the experimental data from an OMA and from several train passages may be a proper manner
to identify the main structural modes of a portal frame. The results of the study are valid
and the use of PMLs has allowed to reduce the computational cost of the procedure.
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Abstract: This work studies the dynamic performance of oblique railway bridges composed by SS spans,

weakly connected through the ballast bed, and girder decks with end diaphragms. To do so, a detailed 3D

model of an existing skewed bridge is developed and calibrated with experimental measurements. Then, a

parametric analysis is performed to evaluate the folllowing three aspects: (i) deck obliquity, (ii) the presence

of diaphragms at span ends and (iii) the influence of numerical modes different to the longitudinal bending

one. Finally, a numerical-experimental comparison of the bridge response under a train passage is performed.

Conclusions regarding the most relevant mode contributions in function of deck obliquity and the influence

of diaphragms on the dynamic response are devised.

Keywords: Transverse Diaphragms, Skewness, Railway Bridges, Ballasted Track, Moving loads

1 Introduction

Railway bridges composed by simply-supported (SS) spans of short-to-medium length are
critical in terms of train-induced vibrations, and thus, an accurate prediction of the vertical
acceleration levels under traffic actions is essential. Many current standard methods rely on
the premise that the response of SS railway bridges is dominated by the first longitudinal
bending mode, and therefore, simplified beam models are accepted in preliminary steps of
the design process. However, this may not be the case for double-track bridges with highly
skewed decks. Preliminary studies about the influence of end diaphragms on the dynamic
performace of oblique girder bridges have been performed [1], but most of the work found
disregard the weak coupling exerted between successive spans through the ballast bed. A
detailed 3D finite element (FE) model of an existing skewed double-track girder bridge with
multiple SS spans, including an accurate representation of the ballasted track, is developed
in this study to derive further conclusions about the adequacy of simplified beam models.

2 Methodology and results

Figure 1 shows the highly skewed (skew angle β = 134◦) girder bridge under study and a detail
of its FE model developed in ANSYS(R)17, which includes a continuous representation of
the ballasted track and also the transverse diaphragms at each span end. The model is cali-
brated with a Genetic Algorithm, using the real modal parameters experimentally identified



7th YIC Edition | ECCOMAS Young Investigators Conference 2023

from ambient vibration. A sensitivity analysis is next carried out to study the correlation
of deck geometric characteristics (obliquity, presence/absence diaphragms) on its dynamic
performance under forced vibration focusing on the predominant mode contributions. Also,
an experimental-numerical comparison of the deck vertical acceleration under train passage
is performed to evaluate the model accuracy. The numerical response is computed by mode
superposition, considering moving loads for the vehicle.

Figure 1: From left to right: Lateral view of the bridge. Diaphragms details. Numerical model.

Figure 2 (a,b) shows the maximum acceleration response computed under HSLM-A train
passage neglecting (a) and considering (b) the bridge skew angle and including a different
number of mode contributions. Figure 2 (c,d) shows an experimental (black)-numerical
comparison of the vertical acceleration response under a high-speed train passage considering
(i) the skewed calibrated model (red) and (ii) the same model ignoring obliquity (grey).

Figure 2: Modal contribution on straight and skew bridge (a-b). Numerical-experimental comparison (c-d).

3 Conclusions

The results show that the modelling simplifications admitted for straight decks may not be
adequate for highly skewed bridges. For an accurate prediction of the vertical acceleration
levels in these decks, a detailed modelling of the boundary conditions at span ends is relevant
as well as to account for mode contributions different from the longitudinal bending. Also,
the overall maximum acceleration under train passage reduces with the deck obliqueness.
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Abstract: The optimisation of the pantograph-catenary interaction is addressed in this work, specifically, the 
geometrical optimisation of a catenary section with variable-length spans. This feature multiplies the number 
of optimisation parameters and makes conventional optimisation unattainable with reasonable computational 
cost. This problem has been solved by dividing the optimisation problem into multiple suboptimisations in 
which only two geometrical parameters are optimised. The suboptimisations are performed sequentially (going 
through the complete set of parameters) and iteratively (repeating the process for convergence of the optimum), 
leading to a very high reduction of the standard deviation of the pantograph catenary interaction force. 

Keywords: pantograph, catenary, optimisation, interaction 

1. Introduction  

The catenary is the system responsible for providing energy to railway vehicles. The 
catenary design optimisation problem has been addressed by many authors [1]. The objective 
is to improve the mechanical behaviour of the catenary and the quality of the current 
collection. The availability of accurate simulation tools is essential for the feasibility and 
validity of such optimisations, thus, simulations of the pantograph-catenary interaction 
should fulfil the European Standard EN-50318. 
The aim of this work is to illustrate a method of optimising the catenary geometry, i.e. 
dropper position and length of full sections of realistic catenaries, in which variable-length 
spans are found. Most of the catenary optimisations assume periodic spans [1], therefore, a 
small number of parameters are optimised due to this condition. In this work, the topology 
of every span is optimised, leading to a great number of parameters and a strategy is stated 
to perform the optimisation avoiding the inclusion of all parameters at once, which is not 
feasible due to the prohibitive computational cost. 

2. Pantograph-Catenary sequential optimisation 

The first requirement to perform a catenary optimisation is to be able to simulate the 
pantograph-catenary dynamic interaction. In this work, the catenary and pantograph models 
are developed according to [2]. The optimisation process consists of creating different 
candidates by means of an optimisation algorithm and evaluating the objective function for 
every candidate until the best is found. Every candidate is defined with the optimization 
parameter set. In this case, it includes the length and position of all the droppers of a catenary 
section. For each candidate, the simulated contact force is used to evaluate the performance, 
specifically, the standard deviation of the 20-Hz-low-pass filtered contact force is selected 
as the objective function to optimise. 

mailto:jaigiro@upv.es
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Figure 1. Catenary representation with the variation of the length and position of one dropper.  

In a conventional use of an optimisation algorithm, all the parameters are included at once 
in order to attain the best solution. However, for this problem, the number of parameters is 
too high (more than a hundred per section) to optimise all of them at the same time. The 
solution adopted is to divide the optimisation into several suboptimisations, in which one-
dropper parameters are optimised independently. Every suboptimisation is done 
sequentially, optimising every dropper from left to right (in the train running direction) and 
updating the catenary with the previous optimal solution. In Fig. 1, a catenary is depicted 
with a new candidate created by modifying the parameters of only one dropper. After 
optimising all droppers (a complete iteration), the process is repeated again but starting from 
the optimised catenary of the previous iteration. The Bayesian algorithm is used for every 
suboptimisation. 

 
Figure 2. Standard deviation σ of the contact force (20 Hz filtered) of spans 6 to 14 after optimising dropper 
number d of the same span. The first, second and third iterations are in blue, orange and yellow, respectively. 

The objective function of every suboptimisation is the standard deviation σ of the filtered 
contact force from 25 m before and after the span to which the optimising dropper belongs 
(in order to consider the influence of the dropper parameters). In Fig. 2, the objective 
function after optimising every dropper d of different spans (from 6 to 14) is represented for 
3 iterations. In the graph, improvement is observed after every suboptimisation (respect d) 
and the improvement is present in every iteration but with less strength (the yellow curve is 
the flattest). This shows that the iterative process is converging to a solution. The 
optimisation has led to a reduction of the SMR of the contact force of 45%. 
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Abstract: In this article we propose a method to obtain the initial configuration of a railway catenary finite 

element model. To enhance the reliability of the catenary model, we propose to consider general track paths 

and cantilevers that support the cabling. The shape-finding problem is first solved for the cabling and then the 

cantilever of each support is independently considered by using conventional Euler beam elements. With the 

proposed approach, the number of degrees of freedom of the whole problem is reduced and thus, so is the 

computational cost. Additionally, the intricacy of setting displacement constraints in local coordinates is 

avoided.  

Keywords: Railway catenary, shape-finding problem, cantilevers, general track paths. 

1. Introduction  

The interaction force between the railway catenary and the pantograph highly determines 

the current collection performance of the rail vehicles. Due to the high costs associated with 

the pantograph-catenary contact force measurement, in recent years several numerical 

models [1] have been proposed to simulate this dynamic interaction problem. 

The first step to perform such a dynamic simulation is to solve the shape-finding problem of 

the catenary cabling. This work is aimed to propose an efficient procedure to compute the 

initial configuration problem of a catenary with considering realistic features such as general 

track layouts [2] and cantilevers on the supports. 

2. Initial configuration problem  

To model the catenary we use a finite element model based on the Absolute Nodal 

Coordinates Formulation (ANCF). The initial configuration is a non-linear problem in which 

the elements experiment large deformations. Following the idea proposed in [3], this 

problem consists on fulfilling both force equilibrium equations and design constraints (wire 

tension, contact wire height, dropper position, …), resulting in the system of equations (1), 

whose unknows are the nodal degrees of freedom 𝒒 and the lengths of the undeformed 

elements 𝒍0.  

                                                             
𝐹(𝒒, 𝒍0) = 0

𝐶(𝒒, 𝒍0) = 0
                                                                 (1) 

3. Methodology 

To obtain the initial configuration of the catenary, we propose a substructuring approach divided 

into three steps. 

mailto:nhaldsac@upvnet.upv.es
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• The first step consists on solving the initial configuration problem of the catenary cabling 

(Eq. (1)) in which the displacements of the connection points of the messenger wire with 

brackets and the contact wire with steady arms are fully constrained. These points are 

highlighted in black in Figure 1(a).  

              

Figure 1. Additional constraints in the catenary supports. 

   Additionally, the force of the wire in a perpendicular direction of the cantilever plane 

must be constant as depicted in Figure 1(b) to avoid rotation of the cantilever (when 

assembled in the last step). The reaction forces at these constrained points are also 

obtained. 

• The design of each cantilever is carried out separately using as inputs the reaction forces 

obtained at the constrained points in the previous step. We propose to use conventional 

Euler beam elements to solve these 2D non-linear problems. 

• Finally, the total structure is assembled by adding the cabling and all the cantilevers.  

4. Conclusions 

This work proposes a procedure to obtaine enhanced catenary models with general track 

paths and cantilevers. Solving the initial configuration of cantilevers separately presents two 

main advantages: avoid imposing constraints on local coordinates, thus eliminating the 

cumbersome coordinate transformation, and a decrease of the total degrees of freedom used, 

which entails a reduction in computational cost. 
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Abstract: This work studies vibration and radiated noise from railway systems using the 2.5D Boundary

Element Method (BEM) formulation in the Bézier-Bernstein space. The proposed method allows the rep-

resentation of the exact geometry of the track as it is done in computer-aided design (CAD) models. Thus,

it is possible to evaluate problems with complex geometries, which are usually not adequately represented

by the standard BEM and FEM formulations. Radiated noise is computed from the normal displacement

at the boundary of the rail system according to the integral representation of the sound pressure. Only

the track boundary is meshed, as the radiation condition is implicitly satisfied in the BEM fundamental

solution. Moreover, the methodology allows the use of arbitrary high-order elements, making it efficient

for the computation of radiated noise at high frequencies. The computed results are compared with some

proposed by other authors.

Keywords: Radiated noise, Railway vibration, Boundary element method, Bézier curve

1 Introduction

The environmental noise from railways traffic is mainly due to the vibrations induced on the
wheel and the track by the roughness of the running surfaces. Although both components
of noise are significant, the radiated noise from the rail is often the highest, particularly
for lower running speeds. Thus, it is important to improve the prediction capacities of the
existing numerical models in order to compute the sound radiation from the different track
systems, with the aim of mitigating its effects.

This works proposes a method that uses the 2.5D BEM formulation in the Bézier–Bernstein
space to calculate vibration and radiated noise due to railways traffic. Therefore, it avoids
mesh errors and enables evaluating the exact boundary geometry of complex rails profiles.
This formulation also allows the use of arbitrary high-order elements, making it efficient for
the computation of radiated noise at high frequencies.

2 Model and mobility for an open rail section

A standard CEN 40E1 rail profile and a pad with a thickness of 0.02m were considered to
validate the method. Figure 2 shows the ’point’ mobility defined as the velocity at x = 0

divided by the force, for an excitation applied at the center of the rail-head as shown in
Figure 1. This model was solved for a range of frequencies from 30 to 3500Hz. It can be seen
a peak around 240Hz due to the resonance of the rail mass on the stiffness of the rail pad.
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F

Figure 1: Force position and model of the rail CEN 40E1 and pad.

Figure 2: Point mobility of the open rail.

3 Conclusions

A BEM-based procedure to calculate the radiated noise from rails is proposed in this work.
The possibility of implementing the exact geometry allows the evaluation of complex track
systems concerning slab track and urban rail systems. Thus, the influence of track flexibility
levels is studied. This methodology is also efficient for the computation of radiated noise at
high frequencies, since arbitrary high-order elements can be used.
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Bézier–Bernstein space for the solution of Helmholtz equation. Applied Mathematical
Modelling. 2019;74:301-19.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Experimental characterization of a low-height acoustic barrier
developed with numeric techniques

João Lázaro∗, Pedro Alves Costa and ∗ and Lúıs Godinho†
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Abstract: The increasing use of railway for transporting people and goods is essential to achieve a more

environmentally and economically sustainable type of mobility. However, issues related to noise pollution

caused by train traffic need to be mitigated so that there is a healthy coexistence between inhabitants and

trains. This paper presents the experimental characterisation of a low height acoustic barrier to be used in

railway environment, numerically developed in a first phase.
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1 Introduction

The railway system is the most sustainable mode of transport, with the lowest energy con-
sumption. However, there is a severe problem related to high noise levels [5, 4]. Regarding
mitigation, it widely used acoustic barriers. Although they guarantee a significant reduction
of noise, their height is in itself a problem. Therefore, the use of low height acoustic barriers
is a solution with proven efficiency [1, 2].

2 Tests and results

Firstly, tests were developed in free field, in order to have a global perception of the barrier’s
behaviour. As can be seen (Figure 1), the barrier offers a very satisfactory level of insertion
loss for its height. It should be noted that the efficiency of the barrier largely depends on its
use in a railway scenario [3, 6]
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Figure 1: Measurement setup and results of Insertion loss for different microphone positions.
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In a second phase, tests were carried out in a railway environment. The results obtained are
quite satisfactory with relatively high levels of Insertion loss (Figure 2). The barriers were
placed at approximately 1.60 m from the rail, and there is an increase in the efficiency of the
barrier due to the constraints of the railway context for which the barriers were created [3, 6].
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Figure 2: Setup of measurement and result of Insertion loss in railway environment

3 Conclusions

Noise mitigation along railway tracks is essential if the use of railways as a preferred means of
transporting people and goods is to become an increasingly present reality. In the presented
work, it was proved that this objective can be achieved with the use of acoustic barriers with
optimised geometries.
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Abstract: In this work, an experimental validation of the hybrid methodology for the assessment of

induced vibrations is presented. This methodology main advantage is the use of measurements as an input

parameter, simplifying the usual numerical procedure, as it is no longer necessary to modulate the whole

domain from the excitation source to the receiver, saving computational resources. It is determined a set of

virtual forces, that when applied to the soil model induced the same displacement field on the location of the

measurements. The application of these virtual forces to a soil-structure model will give the vibrations to

which the structure will be subjected when will be constructed on that site. This methodology is validated

experimentally on the Carregado experimental site.
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1 Introduction

Vibrations induced in structures by human activities have become a critical issue in urban
areas, since new buildings are built in ever closer proximity to railway lines in operation.
This phenomenon has led to the escalation of the problem of railway induced vibrations
in buildings. For this, it is necessary to have a better understanding of the phenomenon,
requiring the development of new tools and methodologies to study it. New approaches have
been developed, the hybrid method for vibration prediction, proposed by Arcos et al.[1] and
Costa et al.[2] is an innovative approach for the analysis of induced vibrations, which is based
on the combination of field measurements with numerical simulations. This new proposal
combines computational efficiency with uncertainty reduction in the predicted final value
since it uses real on-site measurements as an input parameter of the methodology. The main
objective of this work is to validate the hybrid methodology for the assessment of induced
vibrations, on the experimental site of Carregado (Portugal).
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Figure 1: Comparison between the vertical response determined with the hybrid method
and that measured experimentally: a) Real Part, b) Imaginary Part.

2 Hybrid methodology

This methodology combines measurements and numerical simulations, in order to obtain
the vibration levels to which a structure will be subjected when built on the site where the
experimental measurements were carried out.

The hybrid methodology consists on the determination of a set of virtual forces, which applied
to a soil model generate an incident vibration field equal to the one measured experimentally.
The application of the virtual forces to a soil-structure model allows obtain the vibrations
in the structure induced by the experimentally measured wave field.

The hybrid methodology requires three steps: Step 1: Insitu measurements, at the collocation
points; Step 2: Determination of the virtual forces; Step 3: Application of the virtual forces
to a soil-structure model.

3 Experimental campaign

A set of experimental measurements were carried out in the already-known experimental field
of Carregado. Consisted on the triaxial measurement of the vibration field induced at the 4
collocation points due to the application of an excitation, impact, at the ground surface, 6
meters from those points. The response measured at the accelerometers was processed and
analyzed.

New tests were carried out at the evaluation points after the construction of the structure,
a direct surface foundation (1x1x0.25 m). These measurements will be used to verify the
accuracy of the hybrid method.

4 Validation

The hybrid method was applied, taking as input the experimental measurements made at
the placement points. For both numerical models, soil and soil-structure, a semi-analytical
method based on the Thomson-Haskell [3, 4] transfer matrix with the stabilization technique
proposed by Wang [5]. The vertical response at the foundation obtained with the hybrid
methodology was compared with the curve obtained experimentally, represented in Figure
1.
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The agreement of the curves obtained allows the conclusion that the method presented can
predict with high accuracy the induced vibration levels in a structure.

5 Conclusions

This paper presented the experimental validation of the hybrid methodology for the assess-
ment of induced vibrations. This methodology main advantage is the use of measurements as
an input parameter, simplifying the usual numerical procedure, as it is no longer necessary to
modulate the whole domain from the excitation source to the receiver, saving computational
resources.

The results of the validation show that the hybrid methodology can be used to accurately
predict the vibration levels of a structure when it is built on a site with unknown soil
characteristics and induced vibration field. The validation of the hybrid methodology on the
experimental site in Carregado was successful, with the numerical simulations accurately
predicting the field measurements.
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Abstract: This paper presents an efficient reduced-order method for stochastic eigenvalue analysis. In

this method, stochastic eigenvectors are expanded into a sum of the products of unknown random variables

and deterministic vectors, where deterministic vectors are calculated via a few deterministic eigenequations.

Random variables and stochastic eigenvalues are solved by a reduced-order stochastic eigenvalue problem

built by deterministic vectors. An example demonstrates the good accuracy of the proposed method.

Keywords: Model order reduction, Stochastic eigenvalue analysis, Reduced basis

1 Introduction

Stochastic eigenequations play important roles in stochastic dynamics analysis. However,
existing numerical methods are expensive or computationally complex to solve this problem,
e.g. the Monte Carlo simulation (MCS) [1] and the polynomial chaos-based method [2], etc.
To this end, an efficient reduced-order method is presented in this paper.

2 Reduced-order method for stochastic eigenvalue analysis

In this paper, we consider the following stochastic eigenequation

K (θ)u (θ) = λ (θ)u (θ) , (1)

where the stochastic matrix K (θ) ∈ Rn×n, u (θ) ∈ Rn and λ (θ) are stochastic eigenvectors and
stochastic eigenvalues, respectively, n is the number of degrees of freedom. To solve Eq. (1),
the m-th stochastic eigenvector is expanded via the following k-term approximation

um (θ) =
∑k

i=1
ϕ(i)
m (θ)di = Dϕm (θ) , D = [di] ∈ Rn×k, ϕm (θ) =

[
ϕ(i)
m

]T
∈ Rk, (2)

where ϕ
(i)
m ∈ R are random variables and di ∈ Rn are deterministic vectors. We introduce the

stochastic residual r (θ) = [K (θ)− λ (θ) In]d ∈ Rn, which is minimized to solve the vector di.
The minimization min

λ(θ)∈R,d∈Rn
∥r (θ)∥2 is equivalent to the following iteration [3],

E{λ (θ)K (θ)} = E{λ2 (θ)}d, λ (θ) = dTK (θ)d, (3)

where the first equation is obtained by applying stochastic Galerkin procedure to r (θ) under
the known λ (θ) and used to solve d by deterministic eigenequations solvers, and the second
equation is obtained by applying classical Galerkin procedure to r (θ) under the known d

and used to solve λ (θ). The final solution of d is obtained by repeatedly solving Eq. (3).
A similar iteration is used to calculate other vectors and the Gram–Schmidt process is
used to orthonormalize the different vectors. Further, the following reduced-order stochastic
eigenequation is used to solve the stochastic eigenvalue λm (θ) and the random vector ϕm (θ),[

DTK (θ)D
]
ϕm (θ) = λm (θ)ϕm (θ) . (4)
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3 Numerical illustration

We consider a three-dimensional mechanical part shown in Fig. 1a and the finite element
mesh includes 2062 nodes and 6729 linear tetrahedron elements. Material properties are
Poisson’s ratio 0.30 and mass density 2000kg/m3. The Young’s modulus E (x, θ) is modeled as
a Gaussian random field with mean function E0(x, y) = 1.50×1011Pa and exponential covariance
function C (x1,x2) = σ2

E exp (|x1 − x2| /lx), where σE = 1.50 × 1010 and lx are the lengths along
x, y, z directions. 20-term truncated Karhunen–Loève expansion is adopted to approximate
the random field. 1× 106 MCS and the proposed method with 20 reduced bases retained are
adopted to solve this problem. PDFs of the first six minimum eigenvalues are compared in
Fig. 1b, which indicates that the two methods are in good agreement.

(a) Finite element mesh.
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(b) PDFs of the first six minimum eigenvalues.

Figure 1: The mechanical part (left) and PDFs of the first six minimum eigenvalues (right).

4 Conclusions

In this paper, a reduced-order method is presented to solve stochastic eigenequations. The
original problem is decoupled into deterministic and stochastic spaces. Deterministic eigenequa-
tions and reduced-order stochastic equations are solved in the deterministic and stochastic
spaces, respectively. The high accuracy of the proposed method is verified using MCS.
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Abstract: In this presentation, we apply the dual-weighted residual method to obtain a certified incremen-

tal proper orthogonal decomposition based reduced order model. In order to accomplish this, we introduce

a novel approach that marries the space-time reduced order modeling and an incremental proper orthogonal

decomposition based basis generation with a goal-oriented error control based on dual-weighted residual

estimates. For this purpose, we estimate the error in the cost functional and update the reduced basis if the

estimate exceeds a given threshold. This allows an adaptive enrichment of the reduced basis in case of un-

foreseen changes in the solution behavior which is of high interest in engineering applications. Consequently,

we are able to neglect an offline phase and solve the reduced order model directly and –if necessary– update

the reduced basis on-the-fly during the simulation with high fidelity finite element solutions. Therefore, we

are able to reduce the full-order solves to a minimum, which is demonstrated on numerical tests for the heat

and elastodynamics equations.

Keywords: reduced order modeling, incremental proper orthogonal decomposition, goal orientated error

control, dual-weighted residual method, tensor-product space-time finite elements

1 Introduction

The scope of this talk is to introduce goal oriented error control for reduced order models
(ROM) [1] with an adaptive on-the-fly basis generation. Therefore, we utilize a tensor-
product space-time discretization [2] and marry the space-time reduced order model and an
incremental proper orthogonal decomposition (POD) [3] based basis generation with goal-
oriented error control with dual-weighted residual (DWR) estimates [4]. We call the method
MORe DWR to highlight the novel combination of model order reduction (MOR) and DWR.

2 MORe DWR

The general structure of the MORe DWR method is illustrated in Figure 1a. For a given
initial condition, the ROM is carried out directly. This involves the calculation of an error
estimate η|Im on each time interval Im based on which the decision is made whether the
current reduced basis is sufficient or whether it has to be enriched incrementally by a new
full order model (FOM) solution. Hence, the finite element solves are reduced to a minimum.
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Figure 1: (a) MORe DWR algorithm and (b) Relative error between FOM and ROM eval-
uation of the cost functional on each time interval Im.

We investigate the MORe DWR method on the 2D heat equation with a rotating heat source
on the unit square. Figure 1b shows the resulting relative error in evaluating the nonlinear
cost functional. At the start, several FOM solves are conducted to fulfill the error threshold.
However, it is slightly exceeded in some intervals which reflects the nature of the estimator
as distinguished from a bound. Nevertheless, the majority of time intervals are solved by
the ROM while fulfilling the error threshold resulting in a speed-up of 7 to 8.

3 Conclusions

We have shown that the presented MORe DWR method achieves notable computational
speed-ups while mostly respecting a given error threshold.
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[2] Roth J, Thiele JP, Köcher U, Wick T. Tensor-product space-time goal-oriented error
control and adaptivity with partition-of-unity dual-weighted residuals for nonstationary
flow problems. arXiv:2210.02965, 2022.

[3] Brand M. Fast low-rank modifications of the thin singular value decomposition. Linear
algebra and its applications, 415(1):20–30, 2006.

[4] Becker R, Rannacher R. A feed-back approach to error control in finite element methods:
basic analysis and examples. East-West J. Numer. Math., 4:237–264, 1996.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Model order reduction techniques for linear and nonlinear
dynamical systems

Benjamin Hirzinger∗,†

∗ International Research Training Group (IRTG) 2657,
Faculty of Civil Engineering and Geodetic Science, Leibniz University Hannover

Hanover, Germany
e-mail: benjamin.hirzinger@irtg2657.uni-hannover.de

† Institute of Mechanics and Computational Mechanics,
Faculty of Civil Engineering and Geodetic Science, Leibniz University Hannover

Hanover, Germany

Abstract:

This contribution aims to present and apply model order reduction methods for efficient simulation of nonlin-
ear dynamical systems. Different model order reduction techniques are introduced based on their theoretical
basis for linear and nonlinear dynamical systems with the focus on white-box models. Subsequently the
proposed methods are utilized on application examples and evaluated in terms of efficiency and accuracy.
Finally limits of the reduced order modelling techniques of dynamical systems are discussed.
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1 Introduction

Dynamical systems build the basic framework for modelling and control of a vast variety
of complex systems in scientific and industrial fields. In civil engineering, responses of e.g.
buildings, bridges, and offshore structures under time-dependent excitation are determined
by dynamic simulations. Such structural dynamical systems (SDS) commonly described
by hyperbolic partial differential equations and solved by using e.g. multi-body dynamic
methods or Galerkin finite element method with semi-discretisation often require a large
number of simulations for system performance evaluation. Alleviating this computational
burden is the primary motivation for deriving reduced models of low dimension that are
efficient, fast to solve, and approximate well the underlying high-resolution simulations. A
broad set of model order reduction techniques are presented in literature, such as nonlinear
manifold methods, Krylov subspace methods, and proper generalized decomposition (PGD),
among others, reducing the computational effort [1]. However, for SDSs reduced order
modelling is challenging and an active field of research in particular when dealing with
nonstandard features such as strong nonlinearities as well as high-dimensional parametric
and stochastic spaces.

2 Model order reduction techniques with focus on time-dependent problems

Typically a linear time-dependent systems can be described by system of equations of motion

Mẍ(t) +Cẋ(t) +Kx(t) = F(t) (1)

with mass matrix M ∈ RN,N , damping matrix C ∈ RN,N , stiffness matrix K ∈ RN,N , displace-
ment x ∈ RN , and excitation vector F(t) ∈ RN derived by e.g. finite element discretization or
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analytical techniques. Transformation of Eq. (1) to state-space results in

ẏ(t) = Ay(t) +BF(t) (2)

with y =

[
x

ẋ

]
, A =

[
0 I

−M−1C −M−1K

]
, and B =

[
0

M−1

]
. In a linear projection-based frame-

work Eq. (2) is reduced by constructing a transformation to a reduced space [2]. When the
projection is created from any basis of a Krylov subspace it can be shown that the moments
of the reduced order model and the original model are equal to each other [2]. Considering
projection y(t) = Vỹ(t) the reduced order system is given as

WTV˙̃y(t) = Ãỹ(t) + B̃F(t), Ã = WTAV, B̃ = WTB (3)

Nonlinear SDS models can be useful and necessary in particular when it comes to analyse
the behaviour of slender structures such as e.g. wind turbine blades and aircraft wings.
A representation of a nonlinear dynamical system is achieved by e.g. introducing a history
dependent forcing term F(t,x, ẋ) on the right-hand side of Eq. (2) reading in state-space F(t,y)

[3]. For SDSs with strong nonlinearities linear projection-based methods (cf. Eq. (3)) have
drawbacks. In contrast, spectral subspace manifolds are suitable to construct a reduced
order model of SDSs with strong nonlinearities [3].

It is targeted to present the fundamental theory for model order reduction of the briefly
introduced systems and to compare the performance with other techniques dealing with
model order reduction for SDSs based on application examples for a linear and a nonlinear
SDS and to critically discuss the benefits and limitations of model order reduction methods.

3 Conclusions

In this contribution model order reduction methods for linear and nonlinear dynamical sys-
tems are introduced and discussed. Reduced order models serve as basis for further perfor-
mance analysis of engineering structures e.g. structural health monitoring, damage detection,
fatigue evaluation, and reliability assessment.
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Abstract: This contribution proposes a suitable framework for the multimodel simulation of strongly

coupled multiphysics problems based on the non-incremental LATIN-PGD method. This strategy relies on

introducing an interface between physics, which can be seen as a generalization of the geometrical interfaces

between substructures found in domain decomposition. Therefore, the different physics only communicate

through this interface (where the coupled equations are satisfied), whereas the monophysical equations are

solved separately for each physics. This separate treatment allows using different kinds of models for both

physics. A first implementation in the case of strongly coupled 3D thermo-mechanics is presented herein and

deals with coupling a full order model (FOM) with a simplified one (reduced order (ROM) or even analytical).

The choice of the accommodation space in which these different models communicate is specifically discussed.

Keywords: multiphysics, strong coupling, multimodel, model order reduction, LATIN-PGD

1 Introduction

Since the operation of most modern industrial systems involves interactions between multiple
physical phenomena (e.g., mechanical, thermal, electromagnetic), their high-fidelity simula-
tion requires taking their multiphysical behavior into account. In the case of strong coupling,
i.e., when all phenomena significantly influence each other, the simulation must address the
problem in a coupled way. Commonly used approaches are divided into direct monolithic
resolution (treating all physics simultaneously) and partitioning strategies (the physics are
treated sequentially but still communicate at each time step) [1]. The presented work focuses
on an alternative partitioning method based on the non-incremental LATIN-PGD solver, in-
cluding the powerful Proper Generalized Decomposition (PGD) ROM technique.

Coupling several physics implies choosing their associated models. Indeed, it may be relevant
to couple different types of models [2] (e.g., simplified/fine model, data-based/finite element
(FE) model). This contribution proposes a first illustration of a multimodel strongly coupled
multiphysics simulation within the framework provided by the LATIN-PGD solver.

2 The LATIN-PGD method

It is a non-incremental iterative approach initially developed for nonlinear evolution problems
[3]. In order to deal with multiphysics problems, the method relies on extending the notion
of material interface between substructures to an interface between physics on which the
physics will interact [4]. The strategy is based on three ingredients:
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The first one consists in separating the governing equations into two sets: the linear mono-
physical but possibly global equations (set Ad) and the local but coupled equations (set Γ).

The second idea involves using search directions in a two-stage iterative algorithm to build
intermediate solutions belonging to Ad and Γ alternatively until a sufficient level of conver-
gence has been reached. Thus, each iteration consists of first solving a local in space but
coupled system (within the so-called coupled stage) and then solving a global linear system
for each physics (during the decoupled stage). Therefore, the simultaneous treatment of
both a global and a coupled problem is avoided.

The third one takes advantage of the non-incremental nature of the method, meaning that
an approximation of the solution over the whole domain and the entire time interval is
provided at each iteration. It is, therefore, highly relevant to apply efficient model reduction
techniques based on the PGD to reduce the computational costs of the decoupled stage.

3 First application

The presented method is applied to a strongly coupled 3-dimensional thermo-mechanics
problem. First, both physics are solved with standard FE models associated with a PGD
decomposition during the decoupled stage. Then, the multimodel aspect is tackled by re-
placing the FE solution with a simplified model for one of the physics. Special attention is
paid to the accommodation of these models on the interface between physics (i.e., where the
coupled equations are solved).

4 Conclusions

This work presents a framework adapted for the multimodel simulation of strongly coupled
multiphysics problems based on the non-incremental LATIN-PGD solver. The key feature
of this approach is the concept of interface between physics. A first illustration is given by
coupling a simplified model to a fine one in order to solve a strongly coupled 3D thermo-
mechanics problem. First results are very promising in terms of modularity.
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Abstract: In this work, a reduced order thermomechanical �nite strain shape memory alloy model is formulated and

tested for single shape memory alloy (SMA) based microactuators. The proper orthogonal decomposition (POD) is used

to generate the reduced basis that are generated from a precomputed FEM full scale model. These reduced basis can best

represent the solution in terms of few displacement and temperature modes. The model order reduction (MOR) obtained

in this work is compared with the FEM model and for a single SMA based actuator, the percentage error (Eper) were found

out to be 0.973% and 0.089% for the displacement and temperature, respectively, with a speedup factor of 9.56.

Keywords: microactuators; shape memory alloy; thermomechanics; reduced-order modeling; proper orthogonal decompo-

sition

1 Introduction

The discussed actuator in this work is based on a concept investigated byWinzek et al. [1]. They explored a
combination of SMA and polymer that leads to the actuation of a composite material in a bistable manner.
The objective of this paper is to develop a fast and reliable reduced-order actuator model for the FEM
model developed in Sielenkämper et al. [2]. The novelty of this work is the application of reduced order
modeling (ROM) to the coupled thermomechanical potential, which was �rst examined by Yang et al. [3].
First, samples of snapshots are generated from full scale FEM solutions for di�erent parameter sets. This
so-called o�ine computation is computationally demanding. Subsequently, a reduced basis that could
best represent the full snapshot matrix is obtained through proper orthogonal decomposition. Then, the
most signi�cant modes contained in the reduced basis are used to speculate the overall behavior of the
nonlinear SMA actuator model.

2 Continuum reduced-order model and results

The temperature and the displacement vector are the unknown state variables for our model. Fourier's
heat conduction law is assumed along with dissipative terms. Both state variables are coupled through
the following time-discrete potential

π∆ = ψ − (en − Tsn) + φ∆ − κ
∆t

2Tn
‖GradT‖2+κ

∆tT

T 2
n

‖GradTn‖2, (1)

where en and sn are the internal energy density and entropy density at time tn, respectively, κ is the heat
conductivity, ψ is the free energy density, φ∆ is the dissipation potential in time-discrete format, T is the
temperature, and the last two terms in Eq. 1 are related to heat conduction in the body. The weak form
for the linear momentum balance in reduced-order format is given as

δξΠ∆ =

Nu∑
i=1

δξi

[∫
B0
τ : gsidV −

∫
∂B0t

t̂ ·ψidS −
∫
B0
ρ0b ·ψidV

]
︸ ︷︷ ︸

Ru
i

, (2)

where τ = FSF T is the Kirchho� stress tensor, S = F−1P is the second Piola�Kirchho� stress tensor, gsi
is the symmetric part of GiF

−1, with Gi = Gradψi(X), t̂ is the traction vector, b is the body force, ρ0 is
the reference mass density, ξi is the mode coe�cient, ψi are the displacement modes. Likewise, the weak
form of the energy balance can be expressed as

δTΠ∆ =

NT∑
m=1

δµm

[∫
B0

((∂π∆

∂T
+

∆t

Tn
w
)
χm +

∂π∆

∂GradT
·Wm

)
dV −

∫
∂B0Q

∂πs∆
∂T

χmdS

]
︸ ︷︷ ︸

RT
m

, (3)
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where Ru
i and R

T
m are the residuals for the mechanical and thermal subproblems, respectively, χm are the

temperature modes and Wm = Gradχm(X). Now, solving Equations 2 and 3 resulted in the graphs for the
displacement and temperature as shown in Figure 2 for the points circled as green in Figure 1(right).

FEM
MOR

Figure 1: Dimensions of the actuator assembly, which is clamped at the left side. The red layer is polymer,
blue is SMA and gray is molybdenum. (left). FEM and MOR result comparison for temperature for an
�untrained� parameter set with 10 modes (E = 331 MPa and ν = 0.35 (right).
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Figure 2: FEM and MOR comparison for displacement and temperature for one heat cycle (left). Tem-
perature graph with 10 modes. Displacement graph with 34 modes (right).

3 Conclusions

As a major novelty, the reduced-order model in this work is derived from an incremental thermomechanical
potential, which ensures a symmetric tangent, and thus allows for e�cient solvers and may enable a
mathematical model analysis and the employment of enhanced solution methods. The ROM is tested for
a single actuator example. It was shown from the numerical examples that the model can predict the
properties of a parameterized actuator model with less computational e�ort and controlled accuracy.
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Abstract: Ply layup optimisation studies used for composite aircraft structures can be accelerated through the 

use of reduced order modelling of finite element simulations. For such application, it is important to understand 

the effect of varying the laminate stacking sequence on material behaviour, such as damage initiation. There 

are multiple feature spaces that can be used to represent laminate layup distributions, and therefore if we are to 

sample across multiple feature spaces, the design of experiment must effectively deal with this highly 

dimensional problem. Furthermore, generation of a laminate stacking sequence given a sampled laminate 

distribution often requires costly genetic algorithms in a seperate post-processing step. In this investigation, we 

devise an algorithmic sampling method to deal with this highly dimensional problem and simultaneously 

generate laminate stacking sequences without involving costly genetic algorithm processes. This method uses 

a variant of Latin Hypercube Sampling to sample within one feature space and the maximin criterion to 

maximise the Euclidean distance between samples in another feature space. Composite design guidelines such 

as the 10% rule are embedded in this method to generate feasible plies for laminates of varying thickness. 

Results show samples that are well distributed in both feature spaces.  

Keywords: Design of Experiment, Composites, Laminate Stacking Sequence, Maximum Projection, Maximin  

1. Introduction  

Two feature spaces are commonly used in the preliminary design of composite laminates to 

represent the layup distribution [1,2]. The first space, which we refer to as the descriptor 

space, varies the number of plies and the percentage of plies in each of the classic quad angle. 

A common design rule within this space is the 10 % rule that requires there to be no less 

than 10 % of plies (and no more than 90 % of plies) in any of these classic quad angles [3]. 

The second space, we refer to as the laminate parameter space, is derived from the effect of 

stacking sequence on the ‘ABD’ matrix. There are 12 laminate parameters, however, for 

symmetric, balanced, classic quad laminates this reduces to 4 laminate parameters (L1-L4) 

[1]. Ply layup optimisation studies [1,2] have commonly sampled from either one of these 

spaces but not across both, and therefore there is not guarantee that samples are well 

distributed in both spaces. Also, to define a laminate stacking sequence for each sample, a 

subsequent step using a genetic algorithm is often required. However, in this investigation 

we generate a design of experiment method that samples across both the descriptor and 

laminate parameter space simultaneously, without the need of genetic algorithms to generate 

a corresponding laminate stacking sequence. 

2. Method 

The design of experiment method developed uses a variant of Latin hypercube sampling 

called Maximum Projection [4]. Latin hypercube sampling is a stratified sampling technique 

that doesn’t suffer the curse of dimensionality. The maximum projection variant maximises 

mailto:oai15@ic.ac.uk
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the projection of each sample within the dimensions of the sampling space, ensuring a better 

distributed design of experiment. This maximum projection sampling technique is applied 

to the descriptor space with inversion sampling to ensure that the percentages of plies add 

up to 100 % and with samples which violate the 10 % rule also being filtered out. For each 

sample, we derive 1000 feasible laminate stacking sequences. We then use the maximin 

criterion to select the laminate stacking sequence that maximises the Euclidean distances 

between samples in the lamination parameter space.  

3. Results and Conclusion 

Figure 1 shows the distribution of 100 samples generated using this method across the feasible 

regions of both feature spaces.  The laminate stacking sequences have been successfully sampled 

without slow genetic algorithms and are well distributed in the descriptor space (due to the 

maximum projection sampling scheme) and well distributed in the laminate parameter space 

(due to the maximin criterion). These samples may be used to generate training data for reduced 

order modelling techniques such as machine learning, in order to accelerate ply layup 

optimisation. 

 

 

Figure 1. Samples bounded in feasible regions in both the descriptor space (left) and laminate parameter 

space (right). 
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Abstract: Due to  the  complex  and  nonlinear  mechanical  behaviour,  the  analysis  of  masonry  structures
usually relies on numerical simulations. For such aim, block-based models and continuum models are the
most widely adopted approaches. In block-based models, masonry texture is explicitly represented, leading to
accurate models able to represent all the prominent failure mechanisms of masonry, such as joint failure and
masonry crushing. However, their computational burden is high and prohibitive for applications to large-
scale  structures.  Consistently,  continuum  models  are  still  widely  employed,  although  their  accuracy
substantially  depends on the choice  of the most appropriate  constitutive model.  In  this contribution, we
propose a continuum model for masonry derived through homogenization of a nonlinear block-based model
with damaging  blocks and  frictional-cohesive  joints.  By relying  on  a  multisurface  strength  domain,  the
proposed model is able to explicitly account for all the masonry failure mechanisms, also paving the way to
damage classification. Particularly, focus is here made on the damage evolution law inherited from the block-
based  model.  The model  is  implemented  in  a  finite  element  code and tested  on some simple structural
examples, limiting to regular periodic masonry. Numerical  results are also compared with those obtained
with a detailed finite element block-based model. 

Keywords: Masonry, Continuum model, Block-based model, Constitutive model, Numerical simulations 
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Abstract: This paper discusses the validation process of a new Multi-Unit Discretization (MUDis) approach 
developed for simulating the in-plane behaviour of masonry structures under horizontal actions. The peculiarity 
of the procedure lies in the possibility to discretize periodic masonry walls using a limited number of repeated 
modules covering more than a single unit of masonry, thus greatly reducing the sources of nonlinearity and 
minimizing the computational effort. The modules are made of polygonal units separated by interface elements 
whose pre-established layout allows to reproduce the typical in-plane collapse mechanisms of masonry walls 
subjected to lateral loads. The mechanical parameters of the new interface elements are described through the 
"combined cracking-shearing-crushing" model, widely used in the FEM-based simplified micromodeling of 
masonry structures. In order to adapt this constitutive model to the MUDis-based modelling, three of these 
parameters have been suitably modified by the Authors through parametric formulas. 

Keywords: Masonry modelling; Nonlinear analysis; Masonry buildings; pushover analysis; FEM analysis 

1. Introduction  

Masonry buildings represent a significant part of the worldwide historical architectural 
heritage. Given the complexity of these structures and their notable vulnerability against 
earthquake actions, it is very important to find efficient methods for assessing their highly 
indeterminate behaviour and possible damage mechanisms due to seismic events [1]. In this 
context, the definition of suitable modelling strategies capable of providing accurate results 
with a sustainable computational burden remains a pivotal issue [2] and several authors are 
trying to develop increasingly simplified models to achieve this purpose [3]. Following this 
line of research, the present work outlines a new multi-unit discretization approach (MUDis) 
aimed at making the seismic analysis of masonry structures far more expedite than simplified 
micro-modelling procedures, without compromising the accuracy of the results. The 
validation of the MUDis approach, already performed on two-dimensional masonry panels, 
is currently being extended to more complex masonry structures in order to test its 
applicability and reliability in case of real full-scale buildings.  

2. The proposed MUDis procedure 

In the MUDis-based modelling procedure, periodic masonry walls are numerically 
represented by a discretized pattern of multi-unit (MU) quadrangular modules. These 
modules are made of four elastic polygonal units separated by nonlinear zero-thickness 
interface surfaces (Figure 1a), representative of the nonlinear behaviour of both mortar joints 
and mortar-brick interface surfaces, where all basic types of masonry failure phenomena can 
occur. This layout was determined in order to closely approximate the most common in-
plane failure mechanisms observed in masonry panels subjected to vertical and horizontal 
actions [4]. The well-known CI (composite interface) constitutive model proposed by 
Lourenço and Rots [5], which considers a Coulomb friction model for shear failure, 
combined with a tension cut-off for the failure in tension and an elliptical cap for the 
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compressive failure, is chosen for the mechanical description of the new interfaces. This 
model, also known as “combined crack-shearing-crushing model”, was purposely designed 
for simplified micro-modelling strategies. Hence, to adapt its formulation to the MUDis-
based modelling, transformation relationships based on evolutionary polynomial regression 
are derived to estimate the most influential mechanical parameters of the proposed model 
interfaces (tensile strength, cohesion, and friction angle). Interested readers can refer to [4] 
for details.            

3. Validation and conclusions 

To prove the reliability and replicability of the modelling strategy, an in-depth validation 
process is being carried out on progressively complex structures. After testing the procedure 
on masonry panels, the validation has now been extended to two-dimensional full-scale 
walls, such as the URM façade of the two-story building tested on the shaking table at the 
University of Pavia [6]. The numerical analyses are carried out with the MIDAS-FEA 
software [7], which allows considering the CI model for the interface elements. The case 
study has been faithfully reproduced both in terms of construction details and loading 
protocols: the wall is discretized with a set of 250 mm side modules represented through six-
node triangular shell elements with three Gaussian integration points, separated by two-node 
zero-thickness interfaces elements. The results from the nonlinear static analysis performed 
to simulate the experimental quasi-static tests corroborate the suitability of the MUDis 
approach in reproducing the in-plane behaviour of masonry walls under horizontal actions 
(Figure 1). The next step of the validation will be devoted to verifying the applicability of 
the proposed model to the simulation of the out-of-plane behaviour of masonry walls.   

a) b) 
Figure 1. a)ultimate displacement of numerical model; b)experimental vs numerical load-displacement curves 
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Abstract: This work focuses on reduced-order multiscale models for the analysis of masonry elements

with periodic texture. The Transformation Field Analysis (TFA) procedure is adopted to determine the

constitutive response of the homogeneous shell analyzed at the macroscale, on the basis of the response

of the representative masonry unit cell (UC), studied at the microlevel by adopting the three-dimensional

Cauchy continuum. The UC consists of elastic bricks bounded by interfaces representing mortar joints, where

damaging and frictional mechanisms occur. In the spirit of the TFA homogenization, the nonlinear interfaces

are discretized into regions where prescribed variation of the inelastic quantities is assumed. Advantages

and disadvantages of considering uniform and non-uniform distributions of the inelastic variables over each

region are studied by performing numerical applications at both material and structural levels. The results

obtained with the proposed model are compared with micromechanical and experimental reference solutions.

Keywords: Masonry, TFA homogenization, multiscale, damage-friction, interfaces

1 Introduction

The most fascinating Italian and European landscapes are composed by masonry structures
that suffered damage due to aging and/or extreme loading. Hence, assessment of their
safety conditions is a challenging task for the scientific community. Many numerical models,
ranging from simplified to sophisticated, have been proposed to analyze masonry [1]. Among
them, multiscale formulations are recognized as an effective and powerful tool, as they allow
accurate mechanical/geometrical descriptions. In this framework, reduced-order models have
been developed, commonly relying on the Transformation Field Analysis (TFA) procedure
to determinate the homogenized response of the heterogeneous masonry material.

2 TFA-based multiscale modeling approach

Response of flat and curved masonry elements characterized by regular arrangement of bricks
and mortar joints is analyzed by adopting the multiscale formulation proposed in [2]. This
links a homogeneous Mindlin-Reissner shell model at the macroscale to a three-dimensional
(3D) description of the masonry representative unit cell (UC) at the microscale (Fig. 1(a)).
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The TFA procedure is adopted to address the nonlinear homogenization problem. Hence,
the UC interfaces representing mortar joints are divided into subdomains, called subsets,
where the nonlinear phenomena can occur with pre-assumed variations. Particularly, two
TFA versions are developed and compared, considering Uniform (UTFA) and Non-Uniform
(NUTFA) distributions of the inelastic quantities over each subdomain. The model is im-
plemented in a finite element code and used to perform several numerical applications.

heterogeneous 3D UC

discretized into subsets

homogeneous shell
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Figure 1: (a) shell-3D multiscale model; (b) response of a running bond UC under bending curvature.

3 Conclusions

The analyses show that the model satisfactorily reproduce micromechanical and experimental
responses of masonry UCs and structural members. It is proved that the NUTFA improves
predictions of the UTFA model, if the same subset partition is considered (Fig. 1(b)).
However, the NUTFA increases the computational complexity, as it requires to solve the
damage and friction problems in further points identified in each subset according to the
non-uniform profile assumed for the inelastic variables.
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Abstract: This work presents a phase field computational model for unreinforced masonry structures. The

model accounts for brittle fracture in the mortar joints while the bricks obey, for simplicity, a linear elastic

constitutive law. The theoretical formulation is presented in a variational framework: the functional, to

be minimized, represents the total energy of the composite. The numerical solution scheme is based on a

staggered algorithm, which alternatively solves the elastic and the damage problems. We then apply the

methodology to numerical examples and compare the results to those in the literature.

Keywords: Phase field, Fracture, Masonry, Variational formulation

1 Introduction

In the last two decades, the phase field approach gained popularity in the scientific commu-
nity for its ability to accurately describe different mechanical phenomena, as, for instance,
the brittle fracture [1] and the material remodeling [2].

In the realm of masonry, the method can be used to simulate the behavior of structures
under various quasi-static loading conditions and then study the effects of damage onset and
propagation up to structural failure. Furthermore, the phase field method allows for the
modeling of complex domains; it can be implemented to predict the behavior of masonry
structures at different scales, even in the case of important discontinuities of the fields, i.e.,
displacement’s jumps between the edges of a crack.

Starting from the research findings presented in [3], this work aims to understand the pre-
dictive capabilities of the phase field model applied to a representative masonry unit cell
under different load conditions.

2 Energetic formulation and numerical implementation

A phase field model typically describes the evolution of a given system’s internal state by
introducing a scalar quantity, named the phase field, that varies continuously over the mate-
rial domain. The energetic formulation of the problem takes advantage of the generalized
standard materials theory [4], on which the phase field is based. It introduces a set of inter-
nal variables on which the elastic energy density and dissipation potential depend. In this
specific case, the variables which describe the state are: (i) the displacement u, a vector field
that can suffer discontinuities, and (ii) the damage α, a continuous scalar field varying from
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0, sound material, to 1, completely damaged material. The solution consists of finding the
minimum of the total energy E with respect to the state variables as follows:

{u, α} = min
u,α

E = min
u,α

[∫
Ωb

1

2
Cb∇u · ∇u+

∫
Ωm

1

2
(1− α)2Cm∇u · ∇u+ wm

(
α+

(η∇α)2

2

)]
(1)

where Cb and Cm are respectively the brick and mortar stiffness tensors, wm is a constant
related to the toughness of the mortar and η represent the characteristic crack length.

The variational formulation is particularly suitable for implementation in FEniCSx. Further-
more, the solver consists of an alternative minimization with respect to the internal variables
until convergence.

Figure 1: Mesh of the masonry representative unit cell. (left) The domain concerning the bricks, Ωb, is
represented in red color while blue highlight the mortar domain, Ωm. (right) The damage field corresponding
to confined vertical traction. Damaged material is represented in red while sound material in blue.

3 Conclusion and future perspectives

The work investigates the performance of the phase field modeling approach when applied to
the analysis of masonry structures. Despite the simplicity of the proposed model, accounting
only for the brittle fracture in mortar joints, the comparison with the literature results
obtained with existing methods appears promising.
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Abstract:                                                                        

Keywords: Unreinforced masonry, Parameters calibration, In-plane behaviour, Discrete macro-element 
method, Micro-FE models 

1. INTRODUCTION 

Several modelling strategies have been presented in the literature for the structural 
assessment of masonry structures. The accuracy and computational time vary according to 
the material-scale under representation and the modelling strategy adopted, i.e., through an 
equivalent continuum, macro-block or discrete-based models. Various research works prove 
how the discrepancy of results can be significant [1], [2], unless consistent assumptions 
among the modelling strategies are made when defining the corresponding input parameters. 
Studies over a systematic comparison between modelling strategies are still few in the 
literature [3], [4]. Thence, this paper is focused on the investigation of both a Discrete Macro-
Element and Finite Element model when applied within nonlinear static analyses on masonry 
walls. The goal is to provide a rational use of the models, in such a way that the input 
mechanical properties characterizing the micro-FE models, which implicitly incorporate the 
orthotropic nature of the masonry media, are calibrated to serve as input to the DMEM 
model.  

2. RESULTS AND CONCLUSIONS 

A cross-calibration has been initially performed at the scale of single panels and with 
different aspect ratios. This allowed to have control over the parameters that govern the 
response, while ensuring a good correspondence between the FEs and Discrete models in 
terms of maximum strength, displacement capacity and failure mechanism. The calibration 
of the panel stiffness has been performed, as well as the panel strength for different levels of 
vertical pre-compression (�� ��⁄ = 0 ÷ 0.8). In all cases, the analytical strength criteria 
served as reference [5]. The parameters found through calibration ensured a good fitting in 
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terms of capacity curves and damage patterns, as shown in Figure 1. Furthermore, the 
reproduction of the diagonal shear behaviour is achieved. Therefore, a good agreement 
between the different approaches has been obtained for a 2D regular wall, in which the 
material parameters determined for the masonry panels have been adopted.  

 

   

Macro-FE model Micro-FE model DMEM model 

(a) squat wall (height/base=1.35) 

 

   

Macro-FE model Micro-FE model DMEM model 

(b) slender wall (height/base=2.0) 

Figure 1. Obtained pushover curves and crack patterns (�� ��⁄ = 0.1). 
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Abstract: This work investigates the nonlinear response up to collapse of unreinforced masonry (URM) wall 

components and structures under seismic loading. Finite element descriptions formulated according to different 

scales of representation for masonry, which comprise detailed mesoscale and more efficient macroscale and 

macroelement models, are used. The purpose of the research is to evaluate the different models based on the 

prediction of the hysteretic response under cyclic loading conditions representing earthquake actions. To this 

aim experimental tests from the literature, including two masonry panels with different aspect ratios and a large 

two-storey height perforated wall, are analysed. The results from the numerical simulations performed using 

the macro and mesoscale models are compared assessing not only their ability to represent strength and stiffness 

degradation and the amount of dissipated energy, but also the ease of definition and calibration of the model 

material parameters. 

Keywords: Nonlinear seismic analysis; cyclic response; unreinforced masonry; finite element modelling. 

Extended abstract 

Over recent years, a considerable effort has been devoted to the development of numerical 

models for the simulation of the seismic response of unreinforced masonry (URM) 

structures. Accurate models are critical for realistic assessment under earthquake loading, 

where the response is particularly complex due to masonry anisotropic nature and highly 

nonlinear behaviour. 

In current practice, seismic assessment of existing masonry building structures is generally 

conducted by performing nonlinear static analysis under increased lateral loading (pushover 

analysis). While such an analysis procedure provides a satisfactory estimate of load capacity 

and global ductility, it does not explicitly allow for the distinctive hysteretic behaviour under 

cyclic loading conditions, which ultimately determine the actual seismic response up to 

collapse. 

This work investigates the behaviour of masonry wall components and structures 

considering the response characteristics under cyclic loading conditions. Finite element 

models based on different scales of representation for masonry are compared simulating the 

response of masonry wall components and systems. The adopted models include detailed 

mesoscale models [1], which account for the masonry bond explicitly, representing masonry 

units and mortar joints independently with elastic solid elements and nonlinear interfaces. 

More efficient masonry macroscale and macroelement models are also considered. In the 

former case a continuum representation for masonry, which is assumed as a uniform and 

isotropic material, is adopted allowing for material nonlinearity using a damage-plasticity 

constitutive model [2]. In the latter case, on the other hand, a large portion of masonry wall 
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components is represented with sophisticated macroelements consisting of deformable 

blocks interacting through cohesive interfaces improving computational efficiency. 

The numerical predictions are validated through comparisons against previous experimental 

tests. More specifically, two masonry panels characterised by different aspect ratios and 

failure modes and an entire two-storey façade wall have been investigated by performing 

nonlinear analysis under cyclic loading conditions.  

In this study, particular emphasis is given to the definition of the material properties required 

by the various modelling approaches based on the results from standard material tests. A 

parametric study is also conducted by varying the most critical parameters for each 

modelling approach within a realistic range of values. Mechanical parameters determining 

the monotonic behaviour are initially calibrated to reproduce the envelope of the 

experimental cyclic response. Subsequently, the parameters governing the hysteretic 

behaviour are estimated with the aim of predicting the actual load-displacement 

experimental cycles in terms of the evolution of the dissipated energy  and the activation of 

the failure mechanisms observed in the tests (Figure 1).  

Short wall 

 

(a) 

 

(b) 

 

(c) 

 

Tall wall 

 

(a) 

 

(b) 

 

(c) 

Figure 1. Damage patterns for two masonry walls predicted by (a) macroelement, (b) continuum macroscale 

and (c) mesoscale models. 
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Abstract: Masonry structures are extremely vulnerable to seismic events affecting the development of many 

countries worldwide. This study focuses on the seismic behaviour of a traditional masonry structure located in 

Faial Island – Azores (Portugal), which was hit by an earthquake of Mw = 6.2 on July 9th, 1998. The analyses 

were conducted through a probabilistic performance-based seismic approach employing a stochastic finite-

fault ground motion simulation method to derive region-specific records and nonlinear numerical models to 

compute the capacity of the building. Subsequently, fragility curves are derived considering different seismic 

scenarios. The results show a significant probability of the structure reaching moderate to extensive damage. 

Keywords: masonry structures, Faial Island (Azores), seismic fragility curves, seismic assessment 

1. Introduction  

In 1998, an earthquake of estimated Mw=6.2 hit Faial Island in the Azores, affecting the 

building stock and causing several structural damages. The traditional buildings in the 

Azores are mainly made of rubble stone masonry walls and flexible timber floors, which 

makes them highly vulnerable to seismic ground motions. This study derived seismic 

analytical fragility curves considering a representative building typology of Faial Island 

subjected to different seismic scenarios simulated through the stochastic finite-fault 

simulation method. 

2. Seismic action modelling 

The region-specific earthquakes are generated through the stochastic finite-fault ground 

motion simulation approach [1]. Simulations are performed on the bedrock for scenario 

events of different magnitudes through rupturing all active faults in the Island. Next, 6 

alternative sets of records are selected from the database of scenario events with Mw of 5.0, 

5.1, 5.2, 5.8, 6.0, and 6.2. Each set includes 10 records which satisfies the dispersion in terms 

of peak ground acceleration for each scenario earthquake.  

3. Structural capacity and seismic response 

3.1. Numerical modelling 

A representative URM building typology of Azores with three stories high and rectangular 

plan (8.0 m x 12.6 m) is used for the subsequent analysis. A tridimensional numerical model 

is developed using an equivalent frame modelling strategy where the capacity is only 

governed by the in-plane behaviour. Details regarding the modelling assumption and 

material properties can be found in [2]. 
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7th YIC Edition | ECCOMAS Young Investigators Conference 2023 

3.1. Seismic performance 

Seismic performance is estimated using the improved Capacity Spectrum Method [3]. The 

capacity curve is computed using nonlinear static analyses with a load pattern proportional 

to the damage (adaptive pushover). The seismic demand is obtained for the different 

response spectrum, and the nonlinear response dispersion is computed. 

4. Seismic fragility analysis 

A log-normal cumulative distribution defines seismic fragility curves presented in Figure 1. 

These curves describe the probability of reaching or exceeding a given damage state (DS1  – 

slight, DS2 – moderate, DS3 – severe, DS4 – extensive) for a certain level of seismic intensity 

measure, expressed in this work as a function of spectral displacement. The following 

dispersion is considered [2]: βc = 0.30 and βDSi = 0.50.  

 

 

 

Figure 1. Seismic performance and fragility curves at bedrock. 

5. Conclusions 

Results show a significant probability that the structure will suffer moderate to extensive 

damage for a scenario of Mw=6.0 and Mw=6.2. Further analysis will be carried out on 

different typologies and other scenarios and considering the soil amplification at the surface. 
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Abstract: In recent years, numerical modelling is increasingly being used to assess the seismic capacity of 

masonry buildings. In numerical models, the connections between structural walls are commonly considered 

as rigid, but in some cases this assumption may be inaccurate. Especially, this research focuses on the terraced 

houses built in the Netherlands after 1980s which are characterized by vertical glued joints between transverse 

masonry walls. Since the premature shear failure of these connections may cause a significant reduction of 

seismic capacity of the entire structures, different numerical approaches to represent the nonlinear behaviour 

of the joint are investigated and compared. The results of this work show that the strength of the vertical 

connection strongly affects the capacity of the structure, and the choice of constitutive law plays a crucial role 

in the robustness and accuracy of the model. In addition, a comparison between the numerical and experimental 

results is presented and discussed. 

Keywords: continuous joints, seismic capacity, unreinforced masonry, numerical model, terraced house 

1. Introduction  

The Dutch terraced houses built after the 1980s are usually characterized by the use of large 

calcium silicate elements connected by thin layer mortar vertical joints with horizontal steel 

ties. The occurrence of the sliding shear failure of these connections may lead to a reduction 

of the seismic capacity of the building. For this reason it is essential to consider the nonlinear 

behaviour of the joint in the finite element model of the entire structure.  

Several methods were developed to model the behaviour of masonry structures under 

seismic load. One of the most used approaches is the finite element method, where the 

behaviour of the masonry and joints is modelled through the nonlinear constitutive laws 

assigned to the elements. This work introduces two different smeared crack models adopted 

to describe masonry, the Total Strain Crack Model (TSCM) and the Engineering Masonry 

Model (EMM), comparing the results of the nonlinear analysis to the experimental results of 

one of two full-scale masonry assemblages tested in 2015 [1]. 

The modelling of the joint behaviour is discussed showing the advantages and disadvantages 

of using a constitutive law based on the Coulomb friction law or an uncoupled normal-shear 

relation. Several nonlinear analyses were conducted in order to compare the different 

modelling approaches to the experimental results both for a U-shaped element and for a 

masonry assemblage [2,3].  
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2. Results and Discussion 

Nonlinear analyses at structural level were performed modelling one of two full-scale 

masonry assemblages tested at TU Delft in 2015 [1]. The results show that the use of 

different constitutive laws (TSCM and EMM) for masonry may predict different failure 

mechanisms of the structure [2,3]. 

In order to investigate the effect of the constitutive law of the vertical joint, Figure 1 shows 

the pushover response curves of a U-shaped element adopting the Coulomb friction model 

or the Nonlinear Elastic model, which decouples the force-displacement behaviour in the 

normal and tangential directions. The former represents the real nonlinear behaviour, but it 

leads to the numerical divergence of the analysis, whereas the latter provide more robust 

results but requires a careful calibration of the parameters. This result is also achieved at the 

structural level, introducing the vertical interface between the pier and the transverse wall in 

the masonry assemblage model previously mentioned [2,3]. 

          

Figure 1. Capacity curves considering two different constitutive laws for connection: Coulomb Friction 

Model (left) and Nonlinear Elastic Model (right) [2] 

4. Conclusions 

The shear failure of the vertical connections in terraced house built after 1980s may reduce 

the seismic capacity of the structure. In nonlinear analysis model, the choice of the 

constitutive law for these connections is crucial to obtain robust and accurate results. 
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Abstract: Topologically interlocked structures (TIS) are a promising class of engineering structures made

of tunable building blocks. The mechanical response of TIS has been reported to outperform the monolithic

equivalents in terms of ultimate strength, toughness and deformation. The interfacial interactions between

the blocks and specifically the stick and slip mechanisms and the transition from one mechanism to the

other are responsible for the highly non linear behavior in TIS. In this study, we employ the finite element

method to analyze the effect of interface mechanisms on the load carrying capacity of beam-like TIS. Finite

strain formulation is used to account for large rotation of the building blocks and is coupled with a node-

to-segment contact algorithm (using penalty-based approach) to correctly enforce normal and tangential

contact constraints along the interfaces. A parametric analysis is performed to understand the effect of

friction coefficient, Young’s modulus and the geometry of the blocks on the mechanical performance of the

structure. We explain how these parameters control the stick and slip mechanisms and consequently the

failure of the structure. We observe that the combination of interface mechanisms and geometry of the

blocks provides an upper bound to the maximum load-carrying capacity of a structure.

Keywords: Architectured Structures, Frictional Contact, Hierarchical Interfaces

1 Introduction

Topologically interlocked structures (TIS) are developed using unbonded building blocks
that interact with each other through contact. The interlocking nature of TIS provides
resistance against failure. When the structure is loaded, the blocks can stick, slip and rotate
with respect to each other (here we refer to stick, slip and rotation as TIS’s mechanisms).
The material and geometrical properties of these blocks can be adjusted, and therefore
the toughness and strength of the structure can be tuned. However, the effect of TIS’s
mechanisms on the load-carrying capacity and the mechanical response of the structure is
not fully understood. Here, we aim to provide a fundamental understanding on the effect
of material properties (i.e., Young’s modulus E and friction coefficient µ) and geometrical
properties (i.e., height h of the blocks and hierarchical interface modifications) to the load-
carrying capacity of beam-like TIS.

2 Results

In this study we address the effects of E, µ, h and interface geometry on the response capacity
of beam-like TIS, using a finite element solver that accounts for large rotations and large
deformations coupled with a node-to-segment frictional contact algorithm, with penalty-
based constraints [1]. From our analysis of beam-like structures with planar interfaces we
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observe that by increasing µ, the load-carrying capacity increases up to a maximum limit
while sticking mechanism is promoted [2]. h has no significant effect on the load-carrying
capacity. However, by increasing h, sliding is promoted. Finally, E scales linearly with
the load-carrying capacity and it does not affect the mechanisms of the structure [2]. By
modifying the interface geometry of the blocks using hierarchical interlocking we can reach
the upper limit in the load-carrying capacity of TIS using realistic friction coefficients [3].

3 Conclusions

In this study, we analyse the effect of material and geometric parameters on the mechanisms
(i.e., stick, slip and rotation) and the response capacity of beam-like topologically interlocked
structures (TIS). Our findings show that beam-like TIS have an upper bound in the load-
carrying capacity which can be achieved by increasing the friction coefficient of the structure
or by modifying the interface geometry of the blocks. The latter is preferable since it allows
to reach the upper limit using lower and more realistic friction coefficient values. The insights
from this study, can be helpful in understanding how to choose the appropriate parameters
for designing high performance TIS.
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Abstract: Topological Interlocking Structures (TIS) are discrete structural assemblies made of specially-

shaped and un-bonded building blocks which hold together due to their interlocking geometries. TIS have

been increasingly explored in the past twenty years, and their unique structural properties have been re-

peatedly observed in experiments. However, some fundamental aspects of the behavior have not yet been

clarified, likely due to the challenge of capturing their contact-governed behavior and failure using con-

ventional numerical models. Specifically, the effects of Young’s modulus and the friction coefficient on the

carrying capacity and the failure mechanisms of TIS assemblies slabs have not been systematically addressed

and remain unclear. Here we address this fundamental question aspects through a numerical parametric

study of centrally loaded slabs - the most common TIS application. Our study is based on the Level-

Set-discrete-Element-Method, a recently developed approach capable of handling the multiple contact and

friction interactions that govern the response of TIS. We find that the carrying capacity and structural

stiffness scale linearly with Young’s modulus, and that they reach a saturated limit for high values of the

friction coefficient. We further find that the saturated response defines an upper-bound on the capacity of

experimentally tested slabs.
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Abstract: This work focuses on the numerical analysis of masonry elements reinforced with the CAM sys-

tem. An efficient macromechanical finite element modeling approach is proposed to reproduce the nonlinear

response of such structures, based on a plastic-damage material model. Three main factors are investigated:

setting of the steel stripes pre-tensioning values, definition of the boundary conditions, and calibration of

the stripes post-yielding behavior. Hence, sensitivity analyses on pretensioning stress are carried out to

investigate the effectiveness of the CAM system and provide designers with some useful recommendation.
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1 Introduction

Masonry structures are an important part of the European architectural heritage. Evaluation
and protection of these compounds remain a difficult task because of the effects induced by
low tensile strength and poor ductility. This work focuses on finite element (FE) modeling
of structural elements reinforced by the CAM system, introduced by Marnetto and Dolce in
1999 [1]. The reinforcing CAM system is based on the introduction of a reticulum of steel
stripes that extend in the vertical and horizontal directions and connect the two faces of a
wall (Figure 1(a)). These aim to improve the structural performance of the masonry and
create or restore effective connections among the elements.

2 Modeling approach and numerical tests

To simulate the response of such structures, a FE macromodeling approach is proposed [2]
where masonry is described using solid or plane FE, while stripes are considered as elasto-
plastic truss elements that work only in tension (Figure 1(a)). A three-dimensional plastic
damage constitutive law is adopted for masonry. This couples an isotropic two-variable
damage model with the Drucker-Prager plasticity formulation.

Uniaxial stress analyses are conducted to investigate the performance of the material model
in representing the behavior of representative volume elements of reinforced masonry. More-
over, specific relationships are proposed to define the damage threshold parameters from the
plastic ones and avoid convergence issues in the solution procedure.

The response of a full-scale masonry arch wall experimentally tested by Spinella et al. [3] is
numerically reproduced by adopting the proposed modeling approach (Figure 1). Sensitivity
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analyses of pretensioning stress and post-yielding behavior are carried out to investigate the
effectiveness of the CAM system and provide designers with some useful recommendations.

(a) (b)

Figure 1: Masonry arch wall: (a) superimposition of the FE mesh on the masonry specimen and (b)
comparison of the experimental and numerical results in terms of global response curves

3 Conclusions

The analyses show that, for an accurate description of the structural response, the post-
yielding behavior of the stripes must be calibrated correctly, as opposed to the pretensioning
stress, whose effect is marginal. Moreover, the definition of the boundary conditions may
have an impact on the effectiveness of the global solution.
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Abstract: We present a novel adaptive virtual element scheme for the kinematic limit analysis of 

cracked structures, which allows to elegantly overcome some of the complexities associated to 

standard finite element strategies. The virtual element method (VEM) is a stabilized Galerkin 

formulation on arbitrary polytopal meshes, wherein the basis functions are implicit (virtual) — they 

are not known explicitly nor do they need to be computed within the problem domain. Suitable 

projection operators are used to approximate the bilinear form on each element into two parts: a first 

term that reproduces polynomial consistency and a correction term that ensures stability. The key idea 

is to exploit the main features of a second order VEM to naturally deal with a general mesh refinement 

algorithm based on a conforming polytree mesh structure, while avoiding volumetric locking. The 

method is well suited for arbitrary polygonal elements as well as traditional triangular and quadrilateral 

ones, considered as special cases. We here restrict the treatment to plane-strain limit analysis for von 

Mises-type materials, although its extension to other materials is straightforward. The adaptive mesh 

refinement scheme is guided by a strain rate indicator based on the L2-norm. Numerical experiments 

are performed, that illustrate for the proposed method a good accuracy and a low computational 

burden, allowing us to tackle large-scale limit analysis problems.  

Keywords: virtual element method, limit analysis, adaptive mesh refinement, polytree mesh 

1. Introduction 

Limit analysis plays a major role in the context of elastic–plastic fracture and fracture-safe 

design. Adaptive finite element approaches to limit analysis have been widely investigated 

in the literature [1] and sophisticated mesh-refinement schemes have been consequently 

devised, with the aim of suitably refine the mesh in the regions of the problem domain where 

high plastic deformation concentrates [2-3]. Mesh-refinement algorithms must be guided by 

adequate error-based indicators. To this end, a multitude of indicators have been proposed 

in the last two decades, such as those based on a-posteriori error estimates [2-3] and 

dissipation-based indicators [4]. In addition, the conception of an automatic refinement mesh 

generator within the standard finite element framework is far from trivial and entails the 

occurence of hanging nodes, which need to be systematically dealt with, even in the cases 

using a quadtree data structure [5]. Recently, polygonal finite elements have been shown to 

provide greater flexibility for problems requiring automatic mesh refinement [6], 

particularly, in the field of limit analysis [7]. However, the implementation of polygonal 

finite elements is generally cumbersome and, furthermore, lowest-order displacement-based 

finite elements are known to poorly perform under incompressibility assumptions, so much 
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to require special enhancements, such as discontinuous enrichments of the velocity field [8] 

and bubble function enrichments [9].  

 

2. Higher-order VEM-based adaptive limit analysis 

In this contribution, we propose to overcome the aforementioned difficulties by introducing 

a second order virtual element approach for the adaptive limit analysis of cracked structures 

on polytree meshes. The Virtual Element Method (VEM) [10], is a stabilized Galerkin 

formulation on arbitrary polytopal meshes, wherein the basis functions are implicit (virtual) 

— they are not known explicitly nor do they need to be computed within the problem 

domain. The VEM is capable of naturally dealing with the presence of hanging nodes, while 

requiring minimum additional burden when it comes to higher order formulations, which, 

on the other hand, constitute a promising route to alleviate volumetric locking issues. The 

adaptive mesh refinement scheme is guided by a strain rate indicator based on the L2-norm 

[7]. Numerical experiments are performed, which illustrate for the proposed method a good 

accuracy, allowing the tackling of large-scale limit analysis problems. 
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Abstract: An upper bound limit analysis formulation based on the discontinuity layout optimization (DLO) 

procedure is proposed for determining the out-of-plane resistance of masonry walls. With DLO the model is 

discretized using nodes that are interconnected by potential yield-lines, along which the main variables of the 

kinematic problem are defined. The internal energy dissipation is quantified by considering the mechanical 

properties of the masonry material employed. Once the required constraints are defined, a linear programming 

problem can be solved to find the critical yield-line pattern and the associated collapse load factor.  

Keywords: discontinuity layout optimization, limit analysis, masonry panels, out-of-plane failure. 

1. INTRODUCTION  

Masonry walls have been widely used as principal structural elements in load bearing 

masonry structures and also as secondary elements in steel and concrete framed structures. 

Thus, the analysis of their collapse behaviour is still a topic of interest. Although historic 

masonry is usually assumed to possess no-tensile resistance at joints [1], in modern masonry 

construction some flexural tensile capacity is usually assumed. This has led to the yield-line 

method being used to determine the capacity of out-of-plane loaded masonry walls [2]. To 

systematically automate the yield-line method the Discontinuity Layout Optimization 

(DLO) has been proposed for the analysis of concrete slabs [3,4]. However, its application 

to out-of-plane loaded masonry walls has still to be investigated. Here a simple DLO-based 

formulation is proposed for the out-of-plane analysis of masonry walls.  

2. DLO FORMULATION 

Given an external reference system Oxyz, consider a masonry wall on the xy plane in which 

y is the vertical axis. The DLO analysis requires discretization of the wall into nodes 

connected via potential yield-lines, at which displacement jumps can occur; these 

displacement jumps constitute the main variables in the problem. If we denote as n and s 

respectively the normal and the tangential axes for a given yield-line, the main variables 

include the rotations θn and θs and the displacement δz for out-of-plane plasticity problems. 

The resulting linear programming (LP) problem can be written as follows:  

min 𝜆𝐟𝐿
𝑇𝐝 = −𝐟𝐷

𝑇𝐝 + 𝐠𝑇𝐩 subject to{

𝐁𝐝 = 𝟎
𝐍𝐩 − 𝐝 = 𝟎

𝐟𝐿
𝑇𝐝 = 1
𝐩 ≥ 𝟎

 (1) 

where λ is a live-load multiplier, fL and fD represent live and dead loads, d and p are vectors 

containing respectively displacement and the non-negative plastic multiplier variables, g is 

a vector used to evaluate the internal energy dissipation, B is the compatibility matrix, and 

N is the matrix defining the plastic flow. For slender walls, it is reasonable to assume that 

mailto:n.grillanda@sheffield.ac.uk
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collapse occurs due to rotations along hinge lines, where the generalized plastic bending 

moment can be assumed as:    

𝑚𝑝
𝑥 =

(𝑓𝑥 + 𝜎𝑦)𝑡2

6
; 𝑚𝑝

𝑦
=

𝑓𝑦𝑡2

6
 ;  𝑚𝑝

𝜙
= 𝑚𝑝

𝑥cos𝜙2 + 𝑚𝑝
𝑦

sin𝜙2 (2) 

where fx and fy represents the flexural tensile strength values along the xz and yz planes 

respectively, σy is the vertical stress deriving from permanent loads, t is the thickness and ϕ 

is the inclination of the line.  

3. SIMPLE FULL PANEL 

Originally presented in [5], a simple masonry panel subjected to uniform out-of-plane pressure 

is presented as the first example in the present study. The panel has area 5000⨯2800 mm2 and 

thickness 150 mm. All the edges are simply supported and no in-plane actions are considered 

here (as assumed in [5]). fx = 0.94 N/mm2 and fy = 0.32 N/mm2 have been assigned as flexural 

tensile strengths. The yield-line pattern derived via DLO is presented in Figure 1; this is in 

good agreement with the typical response of out-of-plane loaded panels. The corresponding 

pressure at failure is equal to 5.23 kN/m2, which is slightly lower than the value of 6.6 kN/m2 

obtained via an anisotropic finite element model in [5].  

 

Figure 1. Simply supported full panel under uniform out-of-plane pressure, yield-line pattern found via DLO 

(red and blue lines denote hinge lines with cracks opening on the front and the rear faces respectively) and 

corresponding mechanism. 

4. CONCLUSIONS 

The presented DLO formulation appears well-suited for the efficient evaluation of the out-

of-plane capacity of masonry wall panels. The procedure allows the critical yield-line pattern 

to be determined directly, without the need to implement complex mesh adaptation 

strategies, which can be time-consuming and unreliable. Other numerical examples will be 

studied and in future the procedure can be extended by using homogenization strategies to 

determine internal energy dissipation functions relevant to historic masonry walls.   

REFERENCES  

[1] Heyman J. The stone skeleton. Int J Solids Struct 1966;2:249-279.  

[2] EN-1996-1-1:2019 Eurocode 6. Design of masonry structures. Part 1-1: General rules for 

reinforced and unreinforced masonry structures. 

[3] Gilbert M, He L, Smith CC, Le CV. Automatic yield-line analysis of slabs using 

discontinuity layout optimization. Proc R Soc A. 2014;470(2168):20140071. 

[4] He L, Gilbert M, Shepherd M. Automatic yield-line analysis of practical slab 

configurations via discontinuity layout optimization, J Struct Eng 2017;143(7):04017036. 

[5] Lourenço PB. Anisotropic softening model for masonry plates and shells, J Struct Eng 

2000;126(9):1008-1016.   



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Identifying Thrust Layouts in Masonry Gravity Structures

Nanayakkara, K. Isuru †∗, Liew, Andrew† and Gilbert, Matthew†

†Department of Civil and Structural Engineering,
the University of Sheffield,

Mappin Street, Sheffield S1 3JD
∗ e-mail: kiunanayakkara1@sheffield.ac.uk

Abstract: A new automated analysis procedure for masonry gravity structures, termed thrust layout

optimization (TLO), is described. TLO has been designed to rapidly assess structural load-carrying capacity

and to overcome limitations of the traditional thrust line analysis method. Making use of standard ground-

structure layout optimization, thrust layouts are identified that are highly visual, allowing areas where tensile

strength is implicitly assumed to be clearly identified; this is beyond the scope of the traditional thrust line

analysis method. Also, sliding failures can be modelled without difficulty. The procedure is further extended

to enable identification of the optimal locations of strengthening measures.

Keywords: limit analysis, masonry, thrust line, optimization

1 Introduction

A considerable proportion of existing building and other constructed infrastructure across
the world comprises traditional masonry gravity structures. Masonry also has the potential
to be more widely used in the future, taking advantage of low embodied carbon materials
such as natural stone [1]. Although a wide range of analysis and design methods are avail-
able, ranging from thrust line analysis methods to non-linear finite element analysis (FEA)
methods, the traditional thrust line analysis method has limitations [2], and non-linear FEA
methods generally demand significant computational power and user expertise [3].

In this work, various limitations of the traditional thrust line method are addressed, with a
new automated procedure capable of automatically identifying thrust layouts presented and
then applied to various practical examples.

2 Thrust layout optimization (TLO)

Thrust lines—generated either via hanging chains or graphic statics—have been extensively
used for the analysis and design of masonry gravity structures. However, it is implicitly
assumed that a structure is made up of vertical strips, with the actual locations of masonry
joints (the ‘stereotomy’) disregarded; this leads to inaccurate outcomes [2]. Furthermore, its
treatment of the tensile strength of the material is often not transparent to users.

Thrust layouts are presented here that recognise actual block stereotomy and also the avail-
able, albeit usually limited, tensile capacity of masonry blocks. The thrust layouts identified
improve upon the traditional thrust line analysis method by ensuring all individual blocks are
in equilibrium, whilst also allowing visualization of the flow of forces through the structure.
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Recognising the correspondence between graphic statics and ground-structure layout op-
timisation (LO), generation of thrust layouts is automated via a new procedure, termed
thrust layout optimization (TLO). This involves a load-carrying capacity evaluation step
followed by post-processing steps to visualise the corresponding flow of forces. Sliding at
block interfaces can readily be modelled if required.

The thrust layouts identified via TLO provide a rich visual representation of the flow of
forces in masonry gravity structures; forces flow naturally around internal holes, with blocks
rocking about vertices leading to patterns of forces resembling classical Michell structures;
more familiar funicular thrust lines can also be identified (Fig 1a). TLO can also be extended
to determine the optimal (minimum volume) placement of strengthening measures in gravity
masonry structures—see Fig 1b.

1
.2

m
0
.6

m

0.9m 2.7m

0.3m

P = 60.0 kN 
rf Domain 

P = 45.1 kN 

(a) (b)

Figure 1: Flat arch on stone columns: (a) thrust layout at the collapse load (P of 45.1 kN); (b) optimal
placement of external strengthening measures (at the left and right edges of the structure) to carry an
increased load P of 60.0 kN (mobilization of self-weight also plotted in (a); lines in blue and red represent
compressive and tensile forces respectively, with thickness corresponding to force magnitude; thrust layout
shaded lighter in (b); geometry as indicated; material unit weight = 25 kN/m3; width = 1m).

3 Conclusions

A new procedure, termed thrust layout optimization (TLO) is presented to assess the collapse
load of masonry gravity structures and to generate thrust layouts to visualise the flow of
forces. Unlike the traditional thrust line method, the actual block stereotomy and tensile
strength of the masonry are considered. It is also shown that the TLO method can be
extended to determine the optimal placement of strengthening measures in masonry gravity
structures.
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Abstract: Among a majority of build heritage that cover large spans are constructed with curved masonry

elements such multi-ring arches in order to achieve bigger overall thickness. The various methods of con-

struction used for multi-ring arches have a significant impact on the outcome of their ultimate capacity to

external actions. Since such structures consist of separate rings that interact through interface contacts,

the disposition of the units and the internal mechanical parameters such as friction are of great influence.

Furthermore, it is very evident that also geometrical characteristics play a major role on the behavior of such

structures. A full combination of these parameters, namely, friction angle, disposition and size of blocks,

number of rings and span, are considered in the assessment of multi-ring arches under the vertical load at

quarter span utilizing an in-house code that follows the upper bound limit analysis approach. The signif-

icance of each parameter is shown after their combination of effects in terms of collapse multipliers that

are categorized as per respective influencing parameters. It is shown that for various spans and different

geometries, the interlocking effect from the disposition of units and the friction angle, influence the whole

structural behavior.

Keywords: Multi-ring Arches, Ring Separation, Limit Analysis, Sliding Mechanism

1 Discussion and Results

One of the initial works in the field of multi-ring arches is that of Melbourne & Gilbert [1]
where the importance of internal interaction between the blocks and their disposition was
demonstrated. Additionally they show the differences in accounting for the internal structure
of the rings and the different collapse mechanisms achieved. Recently, a parametric study is
performed by Kassotakis et al. [2] where they study different spans and number of rings for
the multi-ring arches using the Discrete Elements Method. This study intends to perform
a parametric study on some key influential parameters involving a large data set. Using an
improved in-house code from the original work of [3], that implements an upper bound limit
analysis approach, multi-ring arches are studied. For the arches are considered three different
spans (S) varying from 3.0m, 5.0m and 7.0m. The geometry of the arch consists of a various
number of rings (R) of constant thickness (t) per ring, constructing in this way different
overall thicknesses (T), varying from 1 to 5 rings. For each type of arch in terms of rings, an
equivalent (EQ) thickness of one ring arch is analyzed as well. Two different sizes of blocks
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(B) are chosen to construct the ring, namely, 33 blocks per ring and 99 blocks per ring to
differentiate bigger and smaller blocks, respectively. The general texture for the disposition
of voussoirs consists of stack and running bond with a parametrization of the interlocking (I )
between blocks. Interlocking is represented with a coefficient of interlock (β - in percentage)
relative to the thickness of the block (b) that varies from 0% (no interlock; stack), 15% and
35% (medium interlock; running) up to a maximum of 50% (complete interlock; running) as
schematically shown in Fig.1(left). Finally the live load for the assessment is taken as vertical
applied at the left quarter-span of the arch. Outcomes in terms of collapse multipliers for
the span of 3m and two examples of collapse mechanisms are provided in Fig.1.
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Figure 1: Influence of the interlocking percentage (I) and friction angle (F) on the collapse
multipliers for the multi-ring arches made up of 2 to 5 rings. Results for the arches 99 blocks
per ring (top graphs) and 33 blocks per ring (bottom graphs), and two examples of collapse
mechanisms (Span 3m; 4 Rings; 15% Interlock; 30o Friction), with respective no. of blocks.
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Abstract: The dynamic analysis of multi-block masonry structures subjected to ground motion excitation

is addressed. An event-driven computational approach is proposed, which exploits a novel variational formu-

lation for describing both the regular motion of the structure and the impacts occurring between its blocks.

The kinetic energy loss at impacts is determined by extending the Housner impact model originally proposed

for the rocking motion of a single rigid block. For an insight into the impulsive stress state arising within the

structure at impacts, the original concept of impulse line is proposed, which is analogous to the thrust line

prevailing at regular instants of motion. From the computational standpoint, the solution of straightforward

quadratic-programming problems is required for the dynamic analysis to advance in time. Numerical results

are presented in comparison to competing computational strategies available in the literature.

Keywords: Masonry, Dynamic analysis, Rocking, Impact model, Multi-block arch

Arches are peculiar structural elements of historical masonry constructions, whose stability
in seismic regions may be endangered by earthquakes. A common approach for a seismic
safety assessment resorts to an equivalent static analysis based on the classical Heyman
assumptions [1]. The minimum peak ground acceleration needed to transform the arch into
a mechanism and initiate its motion is thus determined, providing a safe estimate of the arch
vulnerability under a time-varying ground motion excitation.

The way towards the dynamic analysis of masonry arches subjected to ground acceleration
was opened by Housner’s seminal work on the rocking motion of a single rigid block. As
consisting in the alternate rotation of the block about its bottom corners, that work derived
the equation of motion prevailing at regular instants and the kinetic energy loss at impacts.
The latter computation assumed that concentrated impulse forces are transmitted through
the pivotal points of the block. Generalizing that contribution, a first dynamic analysis of
a masonry arch was carried out by Oppenheim [3]. Basic assumption was that the arch
moves along the four-hinge mechanism determined through an equivalent static analysis.
Direct overturning was investigated as a possible failure condition of the descending single-
degree-of-freedom system under an idealized ground motion pulse. In [4], De Lorenzis and
coauthors extended Oppenheim’s approach to address the rocking motion of masonry arches.
That required adapting the Housner impact model, as conceived for a single rigid block, to
an arch behaving as a four-hinge mechanism. The two assumptions were made that (i) the
hinges after the impact are mirrored from those before the impact, and that (ii) the impulse
forces at the hinge sections before the impact are located on the opposite side of the hinges
across the arch thickness. As a result, it was shown that, depending on the ground impulse
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shape, an arch may survive the first half cycle of motion, but overturn, after an impact
is occurred, during the second half cycle. As noticed in [4], a possible shortcoming of that
approach is that the thrust line may exit the thickness of the arch during the regular instants
of motion, thus revealing the simplification inherent to the four-hinge mechanism assumption.
In [5], the dynamic analysis of a masonry arch regarded as a system of rigid blocks has been
undertaken, assuming that hinges may open and close, and impact may occur, at any joint
between the blocks. A recent contribution [6] has re-considered the extension of the Housner
impact model from the original case of a single rigid block to the more complicated case
of masonry arch behaving as a single-degree-of-freedom system. By introducing the novel
concept of impulse line at impact, which is analogous to the thrust line at regular instants
of motion, the intuitive result that impulse forces need to be transmitted through the hinges
opening after the impact has been demonstrated. Furthermore, the minimization of kinetic
energy loss at impact has been proven as the condition governing the hinge locations after
the impact and the static admissibility of the resultant impulse forces.

The dynamic analysis of multi-block masonry structures subjected to ground motion excita-
tion is here addressed. An event-driven computational approach is proposed. It is based on
a novel variational formulation, which describes both the regular motion and impacts, and
amounts to the solution of straightforward quadratic-programming problems [7]. Numerical
results are presented in comparison to competing computational strategies available in the
literature (e.g., see [8, 9]).
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Abstract: When it comes to fracture of polymers, intriguing phenomena take place at the molecular level of 

detail, whereas the boundary conditions are macroscopic in nature. However, the high computational cost of 

particle-based calculations makes the use of multiscale techniques indispensable. The Capriccio method is one 

such approach designed for amorphous polymers, which concurrently couples particle domains described by 

molecular dynamics (MD) and a continuum discretized by the finite element method (FEM). The domain 

coupling takes place in an overlapping region, whereby the MD domain is subjected to non-periodic, so-called 

stochastic boundary conditions (SBC). Our aim is to expand the capabilities of the Capriccio method to 

adaptive fracture and crack propagation simulations of polymeric materials. One crucial aspect is that 

molecular mechanisms related to fracture must be integrated into the MD framework in an appropriate way. 

Currently, we use a coarse-grained description for polystyrene as a sample system. Recent investigations in 

progress include replacing the harmonic potentials originally employed for the bonded interactions by 

formulations which are more appropriate for covering bond dissociation.  

Keywords: Polymer fracture simulation, Particle-continuum coupling, Multiscale modelling, Molecular 

dynamics, Finite element method 

1. Introduction  

The Capriccio method [1] is a partitioned-domained simulation environment specifically 

designed for amorphous polymers. Specifically, particle regions governed by molecular 

dynamics (MD) are concurrently coupled to a continuum discretized by the finite element 

method (FEM). The MD and finite element (FE) regions overlap in a bridging domain, where 

the energy contributions of both descriptions are weighted. In the Capriccio method, the 

boundaries of the MD systems to be coupled to the continuum are subjected to non-periodic, 

so-called stochastic boundary conditions (SBC). Here, auxiliary particles, which we refer to 

as anchor points, are introduced, transferring the forces and displacements between the MD 

and FE regions. As an example system, we currently use a coarse-grained model for glassy 

polystyrene, which substitutes each chemical monomer by one superatom. The tabulated 

bonded, angle, and non-bonded potentials describing the interactions between the 

superatoms have been obtained by iterative Boltzmann inversion [2].  

2. Multiscale fracture simulations using the Capriccio method 

When it comes to investigations of the behavior of polymers during failure, insights into 

molecular mechanisms are of particular relevance. However, as soon as crack propagation 

in a classical fracture mechanical setup containing a preinduced crack (see Figure 1) is to be 

studied, periodic boundary conditions (PBC) are not sufficient. Instead, non-periodic MD 

systems are necessary to capture this type of pseudo-experimental setting. Furthermore, due 

mailto:yic2023@fe.up.pt
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to the high computational cost inherent to MD simulations, multiscale approaches coupling 

MD to continuum descriptions are desirable. In [3], we have shown the suitability of the 

Capriccio method when it comes to MD-FE fracture simulations of glassy polymers. As a 

preliminary bond breakage criterion in the MD system, a specified cutoff for the harmonic 

bond potentials was applied. Current work in progress is to substitute the harmonic bond 

potentials by other potential formulations more reasonable in terms of bond breakage, for 

instance Morse potentials. Furthermore, the movement of the MD domain within the 

continuum according to the current crack tip position is envisaged. To this end, before 

switching from the FE to the MD description, the MD system is predeformed using a hybrid 

molecular dynamics-continuum mechanical approach [4], which accelerates the 

corresponding MD simulation. For switching back to FE, a displacement field is obtained 

from MD using the Murdoch-Hardy approach, which is then transferred to the FE domain. 

 

Figure 1. Setup of multiscale fracture simulations using the Capriccio method containing a preinduced crack. 

The given illustration is a cross section through a central plane. 

4. Conclusions 

In respect of fracture simulations of polymers, the multiscale Capriccio method is a 

promising environment in terms of both applying reasonable boundary conditions and 

keeping the computational cost to a minimum. Both our investigations on spatial adaptivity 

of the MD description according to the current crack tip position as well as on finding an 

potential formulation appropriate in view of bond dissociation contribute to its development 

to a powerful environment regarding the simulation of crack propagation pathways and the 

calculation of essential properties, for instance the fracture toughness. 
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Abstract: As it is known, the finite element (FE) method is a cheap but less accurate approach to simulate
the large systems. On the other hand, molecular dynamics (MD) technique is a well-described, but expensive
method for observing polymer behaviour at the atomic level, such as bond breaking and the chain
entanglement. By coupling these two methods, we can simulate large systems more accurately and with less
computational expenses. In the current study, we utilized the combination of MD and FE methods as a
powerful multi-scale approach to investigate the nano-scale fracture behaviour of the polymeric materials
under complex loading conditions. In our developed coupled FE-MD simulation, for a
fracture occurring under the tensile loading, MD simulations are used to observe the interesting nanoscale
phenomena around the crack tip. To reduce the computational cost, the regions far from the crack
tip are modelled using continuum dynamics and successfully describe a real system. Moreover, the coarse-
grained potential developed using Iterative Boltzmann Inversion (IBI) method is used to model the large
polymer chains in the particle region at a higher time scale than common all-atom simulations.

Keywords: Multi-scale modeling; Nano-scale fracture; Coarse-grained simulation; Iterative Boltzmann
Inversion (IBI)
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Abstract:  

Polymers are highly versatile materials whose mechanical performance can be further enhanced by adding 

nano-sized fillers. Due to their low density compared to conventional engineering materials, these polymer 

nanocomposites are often used as lightweight materials in the automotive and renewable energy industries. For 

the development of new polymer nanocomposites as well as for the design of structural components, accurate 

models are required, which take into account the polymers’ molecular structure and the interaction with the 

nanofillers. 

Such models are currently lacking, especially for the complex fracture behavior of polymer nanocomposites, 

which is significantly affected by molecular mechanisms. Hence, we propose a molecular dynamics model that 

represents a generic thermoplastic nanocomposite and features a physically sound bond-breaking criterion to 

facilitate the investigation of polymer fracture. To this end, molecular dynamics is well suited to resolve the 

molecular scale and analyze the effect of the nano-fillers on crack propagation. Furthermore, to be able to 

consider sufficiently large samples despite the high computational costs of molecular dynamics, we calibrate a 

coarse-grained model and present first results under periodic boundary conditions. 

These studies are, of course, only a first step toward understanding polymer fracture. Moreover, our molecular 

models cannot be applied to engineering problems due to their long computation times. Thus, we plan to 

transfer our findings to more efficient continuum mechanical models using a multiscale approach. Such 

molecular-informed models would help exploit the full potential of polymer nanocomposites in their 

development and application. 

 

Keywords: polymers, polymer nanocomposites, fracture, molecular dynamics, coarse graining 
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Abstract

In the literature related to the simulation of bone remodeling, it is usual to generically
estimate the imposed structural boundary conditions and the biological parameters included
in the formulation of the remodeling algorithms, introducing significant modeling errors.
Since the actual measurement of modeling conditions in each patient is not accessible in
a standard medical protocol, a procedure is proposed to adjust said conditions from the
computed axial tomography (CT) image, normally performed for diagnosis.

In this work we try to find the patient specific reference stimulus, which in combination of the
mechanical loads describes the bone evolution [1]. The reference stimulus is considered as a
bibliography input [1] or adjusted for obtaining expected results [4] since the experimentation
is difficult and only one publication is found in humans [5]. In order to circumvent this
problem an approach based on the mechanostat theory [3] is proposed where depending on
the load scenario a bone strain window is selected and the reference stimulus is numerically
evaluated.

In this case, we apply the methodology to a femur where the loads are supposed to be
known. For a given load scenario, the reference stimuli can be inferred according to the
mechanostat theory, where the strains are evaluated by the cgFEM tool [2]. The mechanostat
theory reveals that there exist a strain window where the bone remains comfortable, that
is no overload, which would generate damage, and no underload, which would generate
absorption. Different authors proposes some windows and the reference stimuli obtained
is compared with experimental results performed over a human tibia [5]. The selection of
the best window is guided by the minimization of the bone remodelling with the reference
stimuli evaluated. Finally, the results are compared with the bibliography reference stimuli
for long bone, achieving a better personalized adaptation when the proposed technique is
used.
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Abstract: In patients with Marfan Syndrome (MFS), aortic walls present altered elastic behaviour and an

increased stiffness that lead to aortic dilatation in 50% to 60% of adults patients (Ammash et al., 2008).

A common treatment to avoid fatal rupture of the dilated aortas is prophylactic surgery. Despite the aor-

tic diameter being a guideline for prophylactic surgery, studies have shown that biomechanical properties

change at early stages of the disease and often before any changes in the aortic diameter. In this study,

we present a framework that combines advanced in-vivo imaging and computational modelling to estimate

biomechanical properties of MFS tissues and compare them to healthy patients. Direct measurements on the

echocardiograms and magnetic resonance images (MRIs) were used to calculate patient-specific aortic stiff-

ness measurements. A statistical analysis showed a significant difference in aortic stiffness between Marfan

and control. A classical fitting method and a Bayesian approach were also used to determine a hyperelastic

law that best describes Marfan aortic walls’ behaviour. This model selection technique demonstrated that

for connective tissue disorders such as MFS, fitted hyperlelastic model and corresponding parameters differ

from control. Our results demonstrate that computational modelling can be a promising tool to understand

aortic behaviour for Marfan patients and predict dilatation at an early stage.

Keywords: Marfan Syndrome, Aorta, In-vivo imaging, Biomechanics, Stiffness, Model selection

1 Introduction

Marfan syndrome (MFS) is an inherited genetic condition affecting connective tissues and
exposing patients to life-threatening cardiovascular complications. This condition causes
elastin degradation and leads to stiffening and dilatation of aortic walls, thus increasing the
risk of aneurysms and dissection. The current clinical guideline is measuring the aorta’s
diameter to assess the need of prophylactic surgery [1]. However, studies have demonstrated
that changes in the biomechanical behaviour could be an early marker of aortic disease [2][3].
Knowing detailed biomechanical properties of aortic walls and being able to model them
accurately is thus truly important to diagnose MFS at an early stage, explain how aneurysms
grow and point to strategies to prevent them. The aim of this study is to present a framework
that combines advanced in-vivo imaging and computational modelling to directly estimate
biomechanical properties of MFS tissues in-vivo and compare them to healthy patients as
controls.
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2 Materials and methods

A combination of cardiovascular imaging modalities served as a dataset: Echocardiograms
and MRIs of Marfan and healthy patients were used to extract the time evolution of the
geometry over a cardiac cycle, or over different time points in the patient’s life. Segmentation
and processing methods were used to derive strain, deformation measures and other indexes
of aortic stiffness such as distensibility, defined as the relative change in volume per unit
of pressure, and beta stiffness index, defined as log of the pressure ratio divided by the
relative change in diameter. A statistical analysis was performed to compare MFS and
control, and correlation tests investigated which parameter is the best predictor of aortic
dilatation. Finally, a classical fitting method and Bayesian approach were compared to find
a constitutive model that best describes Marfan aortic tissues.

3 Results

Cross-sectional views of the aorta allowed to measure the aortic diameter during the cardiac
cycle. Preliminary results demonstrated that Marfan patients show different elastic proper-
ties compared to control. A classical fitting method and a Bayesian approach were tested on
control data and identified a hyperelastic constitutive model and corresponding parameters
that best describe the aortic root walls’ behaviour. The same model selection method is to
be applied on Marfan data.

4 Conclusions

Computational techniques using in-vivo images to directly extract deformation measures
show promising results in understanding biomechanical properties in Marfan patients. In
this study, we have shown that diameter alone is not the best predictor of aortic disease.
Early results showed an impaired elastic behaviour of Marfan tissue at an early stage. Com-
putational modelling allowed us to identify a constitutive model to describe the altered
biomechanical behaviour.
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Abstract: Biomechanical models often contain many parameters. Global sensitivity analysis can identify

the most influential and the non-influential parameters. This allows, for example, to focus identification

efforts on the influential parameters. Here, we show how to apply variance-based global sensitivity analysis

to complex biomechanical models using Gaussian-process surrogate models. We exemplify the approach

for a tumour-growth model and a model of aneurysm formation. We find that often a few influential

parameters dominate the model output variance. Furthermore, there can be significant amounts of parameter

interactions highlighting the need for global methods. In summary, Gaussian-process based global sensitivity

analysis is both feasible and valuable for complex, computationally expensive biomechanical models and

particularly for their reliable predictive use in the clinical practice.

Keywords: global sensitvity analysis, Sobol’s method, biomechanics, aneurysm formation, tumour growth

1 Introduction

Biomechanical models often contain a myriad of parameters. Lack of knowledge on these
parameters naturally results in uncertainty that should be accounted for. Parameter identi-
fication can help reduce this uncertainty. However, the identification of all parameters is not
feasible. Therefore, variance-based global sensitivity analysis is a task of great importance.
While naturally considering the uncertainty, it enables the separation of the influential from
the non-influential parameters. This allows to use resources efficiently, for example, by fo-
cusing patient-specific identification efforts on the most influential parameters and justifying
the use of population average values for the non-influential parameters.

2 Methodology and results

In this contribution, we show how to apply Sobol’s variance-based global sensitivity analysis
to complex biomechanical models by making use of Gaussian-process surrogate models. We
follow the approach of Le Gratiet et al. [1], which not only allows for the quantification
of the total uncertainty in the estimates of the sensitivity indices but also of the individual
contributions arising from surrogate model and Monte-Carlo integration, respectively.
By applying the approach to multiple sophisticated examples including nanoparticle-mediated
drug delivery in a multiphase tumour-growth model [2] and aneurysms in a model of aortic
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Figure 1: Overview of Sobol’s variance-based global sensitivity based on Gaussian-process surrogate models.
Reprinted from [2], licensed under a Creative Commons Attribution 4.0 International License (CC BY 4.0).

growth and remodelling [3], we demonstrate its benefit for biomechanical models.
From a methodological perspective, we find that separating influential and non-influential
parameters requires a relatively small number of full model evaluations. However, comput-
ing accurate values for the sensitivity indices requires additional evaluations. In return, the
extra effort enables the estimation of higher-order indices.
From a biomechanical modelling perspective, we find that the model output variance is often
dominated by a few influential parameters. Furthermore, there can be significant amounts
of parameter interactions, which highlights the need for global rather than local sensitivity
analysis when studying the parameter sensitivities of complex biomechanical models.

3 Conclusion

In summary, our results demonstrate that Gaussian-process based global sensitivity analysis
is both feasible and valuable for complex, computationally expensive biomechanical models.
It can be particularly useful as a part of parameter identification and model oder reduction.
In the big picture of reliable predictive model use in the clinical practice, we believe that the
presented workflow should become an essential part of the model development process.
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Abstract: As the demand for verification of simulations increases, the propagation of uncertainties from ex-

periment to model has become a necessity (ASME, 2019; FDA, 2021). The calibration of material constants

by minimizing some cost function, e.g., least squares, is widely adopted, but does not provide probabilistic

insights (Destrade, 2017). In addition, the weighting of different types of experimental setups leaves consid-

erable ambiguity. To overcome these drawbacks, we construct a probability distribution with respect to the

parameters of any constitutive model for any number of experiments. We employ a Bayesian framework with

a Gaussian-based likelihood and Jeffrey’s prior (Ranftl, 2022). After marginalizing out unknown experimen-

tal variances, a parametrization-invariant posterior remains, similar to Student’s t-distribution. Statements

can now be made about the probability that sets of material constants reflect the experimental data on

average. Since the resulting posterior is a proper probability density, all relevant probabilistic operations

can be performed on it, such as the identification of modes or the sampling of parameter sets, which in

turn can be used to propagate the experimental uncertainty to subsequent simulations independently of the

calibration data. We demonstrate the approach for an anisotropic material model using different types of

mechanical experiments.

Keywords: Uncertainty Propagation, Bayesian Calibration, Constitutive Modeling
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Abstract: Fatigue conditions of endovascular stents are difficult to predict computationally given their
dependence on the arterial representation. Aleatory and epistemic uncertainty arise from the uncertainty in
the deduction of material parameter values and the choice of constitutive models, respectively. To account
for such uncertainties, a systematic approach to selecting hyperelastic models that outlines objective criteria
for a parsimonious model in capturing arterial compliance is necessary. A Bayesian approach to hyperelas-
tic model selection and parameter identification for arterial wall modeling is thus detailed and proposed.
This framework employs pre- and postoperative compliance data of abdominal aortic aneurysms (AAA) pa-
tients treated with the self-expanding stent-graft, the AnacondaTM , to inform the choice of a representative
hyperelastic model for computational fatigue testing.

Keywords: Bayesian model selection, parameter identification, uncertainty quantification

1 Introduction

To better understand failure stent fatigue conditions in-vivo, a simplified kinematic model
of the stent-artery system [1] through which model and parameter probabilities are updated
with patient compliance data aids the calibration of model and parameter choices.

1.1 Patient sample, arterial kinematics, and Bayesian model selection

Anonymized collected data dpat of the AA1 of 15 patients who underwent EVAR2 treatment
with the AnacondaTM stent-graft include preoperative measures, vpre =

[
rdias,pre p∆

]
, i.e. di-

astolic radius rdias,pre and pulse pressure p∆. Postoperative measures vpost =
[
dpost ε

]
include

the compliance dpost and expansion ε3. Preoperative compliance dpre was not measured for
patients and is obtained from literature as dlit.

dpost =
rsys,post − rdias,post

rdias,post p∆
, ε =

rdias,post − rdias,pre
rdias,pre

, dpre =
rsys,pre − rdias,pre

rdias,pre
. (1)

The AA is modeled as an incompressible hyperelastic tube subject to axisymmetric defor-
mation. The tube begins at stress-free configuration Ω0, where Ri is the inner radius in the
reference configuration. After loading by a chronic outward force f0 and blood pressure p∆,
the inner radius ri and p∆ in the loaded configuration ΩL are [1]

Ω0 7→ ΩL : r(R) =

√
R2 −R2

i

λz
+ r2i , p∆ =

∫ ro

ri

(
λθ

∂Ψ

∂λθ
− λr

∂Ψ

∂λr

)
dr

r
. (2)

1abdominal aorta
2Endovascular aneurysm repair
3In Eq. 1, subscripts post,dias, and sys denote the postoperative, diastolic, and systolic states, respectively.
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Figure 1: Expected values of dpre and dpost, and
(b) ε compared to dpat and dlit (“Data”).

Table 1: Normalized evidence and
maximum likelihood estimates of θk for
three models with greatest evidence val-
ues.

NH GOH Holzapfel

Evidence 1.00 0.61 0.35
θ1 (kPa) µ = 30.3 k1 = 14.1 k1 = 47.4

θ2 − k2 = 29.0 k2 = 13.5
θ3 − κ = 0.11 κ = 0.98

θ4 (kPa) − µ = 98.4 µ = 98.1

where λr, λθ, and λz are the principal stretches in cylindrical coordinates, ro is the outer
radius, and Ψ is the hyperelastic strain energy density. The AnacondaTM is modeled as a
locally linear spring with force F = k (rdias,post − rdias,pre) + f0, where k is the stent stiffness.
Bayes’ theorem is used to update uniform prior distributions p (θk|mk) of parameters θk with
patient data d using constitutive model mk resulting in the posterior distribution p (θk|d,mk)

p (θk|d,mk) =
p (d|θk,mk) p (θk|mk)

p (d | mk)
. (3)

p (d|θk,mk) is the likelihood of observing patient data dpat and dlit given mk and corresponding
θk. Candidate models mk include the Yeoh, Neo-Hookean (NH), GOH, Holzapfel, and HGO
models [2]. The evidence p (d | mk) =

∫
θk

p (d|θk,mk) p (θk|mk) is approximated using Monte
Carlo integration. dpost, ε, and dpre are calculated using Eq.2 and 1, and their expected
values E are calculated as E (vpost) =

∫
θk

vpost (θ) p (θ | d) dθ.

2 Conclusions

Fig. 1 compares the expected values of dpre, dpost, and ε from various mk to dpat and dlit, and
Table 1 outlines evidence values and maximum likelihood estimates (MLEs) for models with
the highest evidences. Given that all models similarly capture dpat and dlit in Fig. 1, the NH
model has the highest evidence given its 2-termed nature. The outlined framework shows
great promise in assisting the development of representative artery models.
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Abstract: This work is focused on the analysis of Lueders bands and Portevin Le-Chatelier (PLC) effect

using experimental and computational data. The Lueders bands are related to the initiation of localization

bands and movement of fronts of the underlying plastic zones. The PLC effect is associated with Dynamic

Strain Aging and caused by interactions between solute atoms and mobile dislocations during plastic pro-

cesses. Tensile tests of aluminum alloy AW5083 specimens have been conducted for three strain rates at

room temperature. Both Lueders and PLC bands are reflected by the obtained force-displacement diagrams.

Displacement and temperature fields are recorded during the experiments. A large strain thermo-visco-

plasticity model with the Estrin-McCormick model, enhanced by switch functions, is applied in simulations,

whereby good agreement between experimental data and computed results is obtained.

Keywords: Lueders bands, PLC effect, large strains, thermo-viscoplasticity, Estrin-McCormick model

1 Introduction

Both Lueders bands and Portevin Le-Chatelier (PLC) effect can be observed in certain
aluminum alloys and steels, depending on strain rate and temperature. They can appear in
a sequence along a loading path, see [1]. Lueders bands can be observed when the fronts of
plastic zones related to first localization bands move through the specimen. The PLC effect
is commonly associated with Dynamic Strain Aging and negative strain rate sensitivity. On
the macroscopic level serrations, which are repetitive changes from softening to hardening,
occur in the force-displacement diagram and corresponding shear bands can be observed in
the sample. On the microscopic level such effects are caused by interactions of solute atoms
with mobile dislocations during plastic deformation, see [2].

2 Experimental and computational results

Experiments are performed in tensile machine using bone-shape samples made of aluminium
alloy AW5083 at room temperature for three strain rates (ε̇ = {10−4, 10−3, 10−2} s−1). A DIC
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1Figure 1: Total reaction force vs. sample elongation (left) and distribution of longitudinal engineering strain
for experiments and simulations during Lueders band propagation process at selected time steps (right).

system and a thermal camera are used to monitor full field data during the loading pro-
cesses. Simulations are performed using a large-strain thermo-visco-plasticty model, which
is based on [3]. Lueders bands are modelled with multi-linear hardening contributions and
the PLC effect is captured by the Estrin-McCormick model, see [4], with switching functions
to combine the two model components. Fig. 1 (left) shows the total reaction force vs. sam-
ple elongation for different strain rates, which illustrates the Lueders bands phase followed
by saturation hardening with PLC serrations and final failure. Computational predictions
(comp) qualitatively match experimentally measured data (exp). Fig. 1 (right) presents the
distributions of longitudinal engineering strain for selected time steps in the initial phase of
loading. Two bands are formed then in the top part and in the bottom part of the sample.
They move through the sample towards its center and eventually merge.

3 Conclusions

A good agreement between experimental data and computational predictions is achieved, in
particular when load–displacement diagrams for different loading rates are concerned.
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Abstract: The phase-field approach has manifested itself as an efficient and widely applicable method to

describe the behavior of continua in which the evolution of complex interface topologies is a dominant physi-

cal mechanism. Even though many important contributions were made over the last decade in corresponding

areas of fracture mechanics and multi-physics problems, a general concept for consistently transferring tran-

sient phase-field model information between several spatial, and also temporal, scales has still not been fully

developed. More specifically, current homogenization frameworks typically rely on many additional assump-

tions strongly restricting the space of microscopic field distributions. To address this issue, the notion of

unequally and nonlinearly weighted averaging operators was recently introduced in [1]. Here, this general

approach is applied to dual-phase systems in order to determine effective driving forces and thus also de-

rive the corresponding spatially and temporally homogenized evolution laws by simultaneously reducing the

number of assumptions that need to be made on the microscale.

Keywords: Phase-field Modeling, Homogenization, Scale-Bridging

1 Introduction

Within every phase-field approach, mixture rules have to be formulated in order to de-
scribe the interpolation between single-phase properties inside diffuse interface regions. As
a consequence, there exist a variety of well-established interpolation schemes, see [2] and
the references therein, resulting in deviating driving forces contributions and thus leading
to different microstructure predictions under multiple loading scenarios. Despite the fact
that assumptions on the microscopic phase morphology may differ between each approach,
based on the underlying physical transformation mechanisms, most of these models have in
common that assumptions were made on field variables that are microscopically related in
rate-independent form, whereas their macroscopic counterparts are usually associated with
transient problems, see [1, 2]. Clearly, the question arises, how respective time derivatives
can be involved within evolution equations on the next larger spatial scale if they do not
appear on the underlying microscopic scale. To overcome this problem, the concept of un-
equally and nonlinearly weighted averaging operators is applied to a dual-phase system in
order to derive spatially and temporally homogenized evolution laws as the result of an
already transient evolution framework formulated on the microscopic scale.
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2 Mathematical considerations and homogenization procedure

Consider an Allen-Cahn type evolution law of the general form η̇ = f(η,∇ ⊗∇η, θ) relating
phase morphologies η(X, t) with fluctuating temperature fields θ(X, t) (∀X ∈ B and ∀t ∈ T ).
Furthermore, let Q :={η, η̇,∇⊗∇η, θ} denote the set of microscopic field quantities and κWα the
set of nonlinear, spatial weighting functions κΦα : Q×B × T → Rdim(α) defined for each α∈Q.
In what follows, the abbreviation κΦα(β(X, t),X) :=κΦ

β
α is used according to [1]. Based on the

spatial averaging operator 〈�〉B := 1
V (B)

∫
B �dV , the developed homogenization procedure aims

to find finitely many weighting functions κΦη,i∈κWη (i=0, ..., N with κΦη,0 :=η), combined with
functional relations Fi, generating a system of ordinary differential equations of the type:

〈κΦ̇ηη,i〉B = 〈∂η κΦηη,i f(η,∇⊗∇η, θ)〉B = Fi
(
〈η〉B, 〈κΦηη,1〉B, ..., 〈κΦηη,N 〉B, 〈θ〉B

)
. (1)

Solutions of this system give rise to a macroscopic description of phase evolution incorporat-
ing generalized degrees of freedom 〈κΦηη,i〉B that characterize the effective phase morphology.

3 Conclusions

It is found that choosing appropriate weighting functions decreases the span of effective
driving forces, see Figure 1, by simultaneously reducing the number of necessary assumptions
which need to be made on microscopic order distributions. Furthermore, numerical solutions
of (1) are shown to match—up to a negligible tolerance—those obtained from Allen-Cahn
based finite element simulations of microstructure evolution in ZrO2 for various temperature-
induced loading scenarios thus validating the outlined homogenization procedure.
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Figure 1: Bounds of effective driving forces in ZrO2 based on conventionally averaged phase states 〈η〉B
(left) and nonlinearly weighted averages 〈κΦηη〉B (right), evaluated for various phase morphologies.
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Abstract: Deformation twinning is a prevalent inelastic deformation mechanism in certain metals and alloys.

Modeling twinning poses additional challenges in comparison to plastic slip due to the critical differences

in the underlying mechanism and characterisitcs. In this study, we develop a finite-element-based model

for coupled twinning and plastic slip by combining the phase-field method and crystal plasticity. A key

feature of our model is the treatment of twinning as a displacive transformation, as in martensitic phase

transformation, where the twinning kinematics is characterized by a volume-preserving stretch followed by

a rigid-body rotation, in contrast to the conventional approach based on a simple shear. This approach is

particularly relevant when conjugate twinning systems are crystallographically equivalent. In the diffuse-

interface phase-field framework, it enables to use a single order parameter to describe the two conjugate

twinning systems. To demonstrate the capabilities of our model, we develop a computational model for

magnesium with an HCP crystal structure and study various problems including twin nucleation, twin

evolution and transmission through grain boundaries, and its interaction with plastic slip.

Keywords: Deformation twinning, Microstructure, Phase-field method, Crystal plasticity, Finite-element

framework
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Abstract: Phase field modeling has been widely applied to model the evolution of domain patterns in

various phase transformation problems. Existing phase-field models for the evolution of domain structures

in ferroelectrics are based on an Allen-Cahn-type evolution law. However, this evolution law, which assumes

a linear kinetic relation between the thermodynamic driving force acting on a domain wall and the domain

wall velocity, fails to capture rate effects in ferroelectrics. To overcome this limitation, we propose a new

phase field model for ferroelectrics [1], one that incorporates nonlinearities in the kinetics of domain walls

and fully accounts for electro-mechanical coupling. As a multi-phase-field generalization of the model of

Alber & Zhu [2], it is based on the domain volume fraction of each variant as the primary phase field and

incorporates the anisotropic dielectric, elastic, and piezoelectric properties of the different variants. With

the ability to easily modify these different material properties, we investigate the relative contributions of

electrostatics, mechanics, and piezoelectric effects to the motion of domain walls. The phase field model is

validated through a comparison with the target sharp-interface model embedding nonlinear kinetics. Finally,

limitations regarding the need to incorporate a separate nucleation process and open challenges (in common

with all ferroelectric phase field models) with respect to the magnitude of the interfacial energy of domain

walls are discussed.

Keywords: Ferroelectrics, phase-field model, phase transformation
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Abstract: A phase-field model accounting for an arbitrary number of grains, phases, and chemical species

is derived in a non-isothermal setting. Through the choice of the grand entropy (the Legendre transfor-

mation of the entropy functional) to govern the evolution of the system, physically-reasonable results, such

as the conservation of mass, are guaranteed by the formulation. Details regarding current limitations and

requirements of the formulation, as well as the calibration to data in order to represent realistic microstruc-

tures, is presented. The model based on the grand entropy, and solved using the finite element method, is

benchmarked against isothermal and non-isothermal Fickian diffusion, and an established phase-field method

for modelling multiple phases under isothermal conditions. The developed model is then used to study the

evolution of a three-grain aggregate across a wide range of heating rates. Finally, the 2D microstructure

of a nickel-based superalloy subjected to rapid heating via a Gleeble thermal-mechanical simulator and the

friction welding process is investigated.

Keywords: Non-isothermal, Phase-field, Microstructure, Thermodynamics
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Abstract: The efficient development and production of high-quality metal parts usually require realistic

numerical simulations before the manufacturing procedure. The selection of the constitutive model has a

considerable influence on the predicted material’s behaviour and, consequently, on the simulation of the pro-

duction process. A large number of constitutive models have been proposed to describe different mechanical

phenomena. However, its selection is a laboured task that requires expertise. An inadequate choice of mod-

els can lead to errors in the numerical predictions and, thus, large costs and delays in the manufacturing

procedure. An automatic constitutive model selection tool, as a recommendation engine, is the answer to

solve this issue. This work aims to compare the quality of the models for a simulation of a DP600 steel.

The approach is based on the identifiability analysis that considers the strain gradient variation due to the

perturbation of the constitutive parameters. With this approach, it is possible to investigate if a constitutive

model is adequate for calibration and reproduction of the material behaviour at hand.

Keywords: Constitutive model selection, Sheet metal forming, Finite Element Analysis, Identifiability

1 Introduction and literature review

The automotive and aircraft industries usually require high quality in their products and
short time-to-market. Their efficiency relies, among others, on the correctness of the Fi-
nite Element Analysis (FEA) of the forming processes. However, in some cases, the lack of
knowledge and time to correctly describe the material’s behaviour is observed. This can lead
to errors in the numerical simulations and, consequently, large costs and delays. To have
material behaviour predictions, it is necessary to select an adequate constitutive model and
correctly identify the corresponding material parameters. In the last decades, a large number
of models were developed, implemented in numerical simulations and validated experimen-
tally [1, 2]. The choice of the constitutive models that describe the material behaviour is an
issue that a Finite Element Analysis (FEA) software user faces. Its selection for a specific
material and process requires high expertise, an exhaustive investigation and mechanical ex-
perimentation. Many authors have been comparing simulations with different models with
experimental data and finding which is more adequate for a specific material and process
mainly based on trial-and-error approaches [1, 3, 4, 5]. Yet, this comparison can be very
time-consuming, requiring several mechanical experiments, the calibration of the different
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models, the simulation of a process and its validation. Thus, a flexible and automatic tool
or strategy for model selection is lacking in the industry and scientific community.

2 Proposed solution and methodology

The work aims at proposing a methodology to help in the model selection decision-making
considering different materials. The approach is based on the identifiability analysis [6]. It
involves the simulation of adequate mechanical tests for material calibration with perturba-
tions on the material parameters. If the variation in the strain gradients is low when the
parameters are perturbed, it means that the calibration of the considered model should be
problematic. Therefore, the use of the model is not recommended for the material at hand.
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Abstract: Designing specimens for mechanical testing has gained wide popularity in the material behavior

characterization field. Standard mechanical tests are usually performed to extract material properties,

however, due to the lack of information provided by each test, mechanical tests with more complex geometries

or boundary conditions are being proposed. These present richer mechanical fields and strain and stress

states similar to the ones that occur in most common sheet metal forming processes. An efficient way

of finding the richest specimen is designing using an optimization approach. In this work, the design by

topology optimization is used to find the optimal geometry for the specimen. Given an initial design space

with a set of boundary conditions, an adapted version of the theory of compliant mechanisms is employed

to obtain the material distribution with the most heterogeneous displacement field. The use of different

boundary conditions leads to different material configurations and, therefore, to specimens with different

performances. Therefore, this work aims at analyzing the impact of using symmetry boundary conditions

in the test design. Several specimen designs are obtained from different initial design domains with and

without symmetry boundary conditions. Their influence on the heterogeneity of specimen mechanical fields

is then evaluated.

Keywords: Heterogeneous mechanical tests, Material behavior, Topology Optimization, Compliant Mech-

anisms

1 Introduction

Material behavior characterization and constitutive model calibration are of upmost impor-
tance in the development of sheet metal forming parts. In that sense, mechanical tests play
a key role in providing information about material behavior, being used to identify mate-
rial properties. The design of new mechanical tests has been addressed over the years and
several designs and methodologies have already been proposed to replace limited standard
mechanical tests [1]. Several works have used the heterogeneity of the mechanical fields as
a criterion to design a test that provides a high diversity and quality of information [2]. A
mechanical test is considered more informative if a large number of mechanical states are
covered. The use of an optimization approach is proved to be efficient in finding the specimen
design that presents the best quality and quantity of data on the material behavior. The
use of topology optimization in the design of tests has already been addressed [3], where the
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optimal layout of material for the specimen is found within a given design space. The use
of different boundary conditions leads to different material configurations and, therefore, to
specimens with different performances. This work aims at studying the influence of sym-
metry boundary conditions in the design of a heterogeneous mechanical test using topology
optimization.

2 Heterogeneous test design

A topology-based optimization methodology is implemented with the aim of finding the ma-
terial layout for the sheet specimen that corresponds to the test with the best performance.
Since inducing heterogeneity directly in the strain field seems to be complex, this methodol-
ogy proposes to induce heterogeneity through the displacement field. By using an adapted
version of the theory of compliant mechanisms, it is possible to apply displacements in spe-
cific locations of the specimen and control the displacement field and, consequently, the strain
states induced on the specimen [3]. Several specimen geometries with innovative shapes are
obtained from different design domains with and without symmetry. Their mechanical fields
are then evaluated taking into account the diversity of mechanical phenomena.
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Abstract: To be able to simulate with precision the sheet metal forming, the input data and particulary

the material behavior, numerical models are more and more complex. This complexity has the disadvantage

of requiring a lot of experimental data to derive the material parameters. To reduce the number of quasi-

homogeneous mechanical tests, a rather recent trend is to use heterogeneous tests, that involve a large

distribution of mechanical states. Such an approach is applied to viscoplasticity of a metallic material.

Keywords: heterogeneous tests, plasticity, anisotropy, rate dependent

Metal sheet forming processes such as those used in the automotive industry involve large
deformations and viscous phenomena. On the other hand, the numerical simulation of these
forming processes has become more and more realistic which requires complex models mixing
strain hardening, anisotropy and strain rate sensitivity. The calibration of this type of model
is a costly process from a temporal and material point of view if it is carried out only from
quasi-homogeneous tests from which only a few parameters are extracted [1].

To answer this new problem, inverse methods such as Finite Element Model Updating [2] and
Virtual Fields Method [3, 4] have appeared and allow to calibrate a multi-parameter model
by using all the data offered by the test and the field measurements obtained with digital
image correlation. The work now focuses on the geometry of the specimens [5, 6]. Indeed,
these new specimens must be able to propose several mechanical states while ensuring not
to generate too strong gradients of deformation. Several studies have qualitatively compared
these heterogeneous tests in the context of plastic model calibration [7, 8].

This study presents a numerical evaluation of several heterogeneous tests, based on finite
element simulations, of their ability to generate the information necessary to calibrate a
viscoplastic model for a Dual Phase DP600. An advanced mechanical model is used to take
account of anisotropy, hardening and strain rate sensitivity. The corresponding mechanical
features are mesured from dedicated experiments. Several indicators are studied such as the
equivalent plastic strain and strain rate and the rotation angle. Moreover, the finite element
simulation results are used to generate numerically deformed speckle images, also called syn-
thetic images, to model the entire calibration process [9] and evaluate the real ability of the
tests to provide the information required to identify the parameters of the viscoplastic model.
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Abstract: To develop new products, the modern industry relies on simulation tools which use constitutive

models and their parameters to predict material mechanical behaviour. With recent technological advance-

ments, it is now possible to measure a variety of strain states using heterogeneous test configurations and

full-field measurements. The full-field kinematic data can be coupled with inverse calibration techniques to

provide a robust approach for characterising the mechanical behaviour of materials. However, the accuracy

of this methodology is influenced by a variety of factors, including the test configuration, the constitutive

model and the selection of a suitable identification strategy. In this work, the Arcan mechanical test is used

to identify anisotropic plasticity constitutive parameters of sheet metals. Different Arcan test configurations

are simulated and analysed using a set of indicators to select the most suitable configuration. To virtually

reproduce a real experiment, the computational results are used to numerically deform a speckle pattern

image, which is further processed with digital image correlation technique. The full-field measurements are

then used for the inverse identification of the constitutive parameters using the virtual fields method.

Keywords: Sheet metal, Anisotropic plasticity, Arcan test, Heterogeneous test evaluation, Inverse identifi-

cation, Virtual fields method, Digital image correlation.

1 Introduction

Sheet metal part development is becoming more virtual and assisted by the use of numerical
simulation. Sheet metal anisotropy is a critical property that has a significant impact on the
accuracy of numerical results. Therefore, the quality of the results is strongly dependent on
the calibration of the model, which defines the behaviour of the materials during the forming
process, including anisotropy. Furthermore, mechanical testing is of utmost importance
for the full characterisation of the material mechanical behaviour since the configuration
utilised determines the heterogeneity and richness of the information measured. The scientific
community has made an increasing effort to develop novel heterogeneous test configurations
to replace classical mechanical tests [1], which provide insufficient kinematic data for the full
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characterisation of the material behaviour. Moreover, full-field measurements can be coupled
with inverse identification techniques [2], such as the virtual fields method (VFM), to fully
characterise the material behaviour. This approach uses an optimisation technique to solve
a non-direct problem in order to determine the constitutive parameters that best describe
the experimental data. This work aims to investigate the use of the Arcan test to identify
anisotropic plasticity constitutive parameters of sheet metals through the VFM approach.

2 Inverse identification using the Arcan test

The Arcan test is an interesting test configuration since it allows the loading direction to
be varied in a standard uniaxial tensile testing machine. Although some authors used the
Arcan test in sheet metal plasticity [3], it is seldom used in heterogeneous test design for the
calibration of plastic constitutive models. Nonetheless, the Arcan test has the potential to
provide interesting heterogeneous test configurations when used for test design in sheet metal
plasticity. Several Arcan test configurations are simulated and further evaluated regarding
their mechanical state heterogeneity using a set of indicators. The numerical results are
then used to generate synthetically deformed speckle pattern images which are processed by
digital image correlation (DIC). This kinematic data is then used for the inverse calibration
of the sheet metal constitutive parameters using the VFM.
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Abstract: Heavy gauge high strength steels produced by thermomechanical controlled processing often exhibit 
a gradient of mechanical properties through the thickness. Moreover, the ductility beyond the point of uniform 
elongation and the associated post-necking region is sensitive to the sample thickness. Both effects have a 
relevant impact on the plastic material behavior during forming operations. Therefore, a reliable forming 
simulation based on a finite element analysis must account for these effects through a constitutive plasticity 
model calibrated with customized experimental tests. This work proposes an inverse characterization of the 
through-thickness  material properties of a thick S700MC high strength steel. To this end, the thick tensile test 
sample is sliced into several thin tensile test samples. Standard tensile tests, augmented with Digital Image 
Correlation (DIC), on these samples reveal the variation of work hardening at relatively small plastic strains. 
Therefore, the Virtual Fields Method (VFM) is used to extend the validity of the standard tensile test and extract 
the post-necking work hardening variation in the through-thickness direction. 

Keywords: S700MC, Through-thickness properties, Digital Image Correlation, Inverse identification, Virtual 
Field Method 

1. Introduction 

Since the earliest developments in the 1960s, thermomechanical controlled processing (TMCP) is broadly used 
by many steelmaking companies to manufacture high-strength steels aimed for structural applications such as 
pipe lines for gas transportation, motor vehicles or maritime applications [1] [2]. These procedures rely on a 
combination of controlled hot rolling and accelerated cooling operations allowing to produce a material having 
higher strength, toughness and weldability compared to conventionally hot rolled steels [1] [3]. The properties 
enhancement is mainly based on a microstructural refinement and transformation. Nevertheless, in TMCP, the 
improvement of the mechanical characteristics is accompanied by a rise of their anisotropy through the 
thickness. This gradient in properties occurs because a heterogeneous microstructure through the sheet 
thickness is formed. Indeed, as shown in [2], [3] and [4], the microstructure of the surface layers is generally 
finer and with less inclusions with respect to the central layer. Moreover, in the central region, a segregation 
band with an inhomogeneous chemical composition of the alloying elements often appears. The reason 
inducing all these differences in the microstructure is related to the non-homogeneous cooling rate between 
surface and center of the plate during TMCP. In addition to the through-thickness properties variation, another 
factor influencing the structural performance of a high-strength steel sheet is the sample thickness. The 
formability expressed in terms of ductility measured in a standard tensile test shows a thickness dependency. 
Generally, thicker samples present a higher ductility while thinner ones are more brittle as shown in [5] for 
structural high-strength steels and in [6] and [7] for other metals such as copper and aluminium. For high-
strength steels, this ductility discrepancy is mainly related to the post-necking characteristics of the material. 
In fact, an increase of the thickness leads to larger post-necking elongations compared to thin samples [5]. 
Numerical simulation based on the finite element method are nowadays commonly used for industrial forming 
processes in the frameworks of process optimization and structural integrity analysis. The accuracy of the 
simulation results highly depends on the material response described with the constitutive plasticity model. For 
this reason, effects such as the gradient of mechanical properties through the thickness have to be characterized 
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so that a trustworthy material model can be established. This work aims at an inverse characterization of the 
through-thickness work hardening variation at large plastic strains.  

2. Methodology: experimental Setup and tested Samples 

The methodology used in this work to investigate the above-mentioned material characteristics consists of 
conducting several mechanical quasi-static standard tensile tests on dog bone specimens. In order to investigate 
the through-thickness work hardening variation, the thick tensile sample is sliced into thin tensile samples using 
wire cut Electrical Discharge Machining (EDM) (Figure 1). The identification of the work hardening behavior  
was performed through a full-field measurement technique and the VFM. Digital image correlation (DIC) with 
two stereo configurations (4 cameras) measuring front and back surface of the sample simultaneously was 
employed to measure the inhomogeneous surface strain during post-necking stage (Figure 2).  

 
Figure 1 Illustration of the samples used for experimental characterization: thick and sliced sheet samples 

 
Figure 2  Illustration of the DIC experimental setup: 2 stereo configurations were used simultaneously 
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Abstract: The training of an Artificial Neural Network (ANN) for implicit constitutive modelling mostly

relies on labelled data pairs, however, some variables cannot be physically measured in real experiments.

As such, the training should preferably be carried out indirectly, making use of experimentally measurable

variables. The unconstrained training of an ANN’s parameters often leads to spurious responses that do not

comply with the physics of the problem. Applying constraints during training ensures not only the physical

meaning of the ANN predictions but also potentially increases the convergence to a global minimum, while

improving the model’s performance. An ANN material model is trained using a novel indirect approach,

where the local and global equilibrium conditions are ensured employing the Virtual Fields Method (VFM).

Examples of physical constraints are analyzed and applied during the training process.

Keywords: Constitutive model, Elastoplasticity, Neural network, Indirect training, Constrained optimiza-

tion

1 Introduction

ANNs are powerful function approximators that can be used to learn constitutive rela-
tionships directly from data [1]. In general, training relies on labelled data pairs, usually
stress-strain, obtained from numerically generated datasets. Nevertheless, in a real experi-
ment certain variables (e.g. stress) are not measurable, thus the training should be carried
out indirectly using experimentally measurable variables only.

A standard ANN is a black-box model in which its structure is not easily interpretable
and there is no guarantee that its predictions are usable, as they can violate fundamental
laws of mechanics and thermodynamics [1]. Therefore, it is important to enforce physics-
based constraints when using ANNs for implicit constitutive modelling, similarly to Physical
Informed Neural Networks (PINNs). These constraints act as a regularization agent for
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ANNs, reducing the space of admissible solutions and allowing the network to learn with
smaller datasets [2].

The VFM, first introduced by Grédiac [3], is a state-of-the-art method employed in the iden-
tification of constitutive parameters. The key elements behind the VFM are the Principle
of Virtual Work (PVW) and the choice of virtual fields. According to the PVW, the in-
ternal virtual work must be equal to the external virtual work performed by the external
forces [4]. The virtual fields consist of virtual strains, ε∗, and virtual displacements, u∗,
defined independently of the measured displacements/strains.

In the present work, ANN models are used to learn constitutive behavior of a virtual material.
A novel indirect training methodology employing the sensitivity-based Virtual Field Method
(VFM) [4] is used to train the models and study the influence of applying constraints during
training.

2 Disclaimer

The results reflect only the authors’ view, and the European Commission is not responsible
for any use that may be made of the information it contains.
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Abstract: Nowadays, composites consisting of a matrix with inclusions of arbitrary shapes and distribution

have found widespread applications. Since the macroscopic behaviour of composite structures is determined

by the microstructure, simulation of large-scale problems remains a major challenge, which is addressed

by the contribution at hand. To this end, we make use of the scaled boundary finite element method

(SBFEM), which is ideally suited to be combined with a quadtree-based meshing procedure due to its

flexibility with respect to element shapes. This procedure allows for an automatic and fast discretization of

microstructural images. Because many matrix materials suffer from creep, we present the implementation

of a non-linear constitutive model for rate-dependent inelasticity into the SBFEM. In order to increase the

numerical efficiency and simplify the formulation, the stress update algorithm is only performed at the

scaling centre of the polytope elements. Furthermore, to demonstrate the straightforward application of

the proposed framework, a creep test of a metal-matrix composite is simulated. While the inclusions are

assumed to deform only elastically, rate-dependent inelasticity is taken into account to model the mechanical

behaviour of the matrix. The spatial discretization is generated from a microstructural image such that one

is enabled to obtain detailed stress and strain fields in the analysis.

Keywords: Creep, Composites, SBFEM, Image-Based Analysis

1 Introduction

The current contribution presents an approach to model the inelastic behaviour of composites
consisting of a matrix with inclusions of arbitrary shape and distribution. We make use of
the scaled boundary finite element method (SBFEM), which has first been proposed in
Ref. [1]. Since it is straightforward to construct polytope elements in the SBFEM because of
its flexibility with respect to the element shapes, we combine the SBFEM with a quadtree-
based meshing paradigm for discretization of microstructural images.
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2 Rate-Dependent Inelasticity in a Metal-Matrix Composite

This section briefly summarises the simulation of a creep test of a metal-matrix compos-
ite based on the SBFEM. The implementation of non-linear constitutive models for rate-
dependent inelasticity into the SBFEM is based upon the principle of virtual work, which
is explained in detail in Ref. [3]. In analogy to the FEM, the use of an inelastic material
model requires the computation of the current stresses and the consistent tangent operator,
which is done based on a stress update algorithm. Note that in order to increase numerical
efficiency, the stress update algorithm is only performed at the scaling centre of each element.
Further information on the employed meshing approach can be found in Ref. [2]. Exemplar-
ily, Fig. 1 presents some results of an analysis of a metal-matrix composite (MMC). While
the aggregates are assumed to behave linear elastically, creep is modelled within the matrix.
In the detailed contour plot of the inelastic strain (Fig. 1c), one observes localisations in the
matrix near the interfaces of the aggregates.

(a) Micrograph. (b) Quadtree mesh.

−0.07 0.50εinyy [%]

(c) Vertical inel. strain.

Figure 1: Micrograph, quadtree mesh, and contour plot of vertical inelastic strain of a
ferrous-based MMC with tungsten carbide, cf. [3].
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Abstract: Many of today’s problems in engineering demand reliable and accurate prediction of failure
mechanisms of mechanical structures. Thus, it is necessary to take into account the heterogeneous structure
on the smaller scale, to capture the underlying physical phenomena. However, this poses a great challenge
to the numerical solution since the computational cost is significantly increased by resolving the smaller
scale in the model. Moreover, in applications where scale separation as the basis of classical homogenization
schemes does not hold, the influence of the smaller scale on the larger scale has to be modelled directly.
This work aims to develop an efficient concurrent methodology to model heterogeneous structures combining
the variational multiscale method (VMM) [1] and model order reduction techniques (e. g. [2]). First, the
influence of the smaller scale on the larger scale can be taken into account following the additive split of the
displacement field as in the VMM. Here, also a decomposition of the global domain into subdomains, each
containing a fine grid discretization of the smaller scale, is introduced. Second, local reduced approximation
spaces for the smaller scale solution are constructed by exploring possible solutions for each subdomain
based on the concept of oversampling [3]. The associated transfer operator is approximated by random
sampling [4]. Herein, we propose to incorporate the actual physical behaviour of the structure of interest in
the training data by drawing random samples from a multivariate normal distribution with the solution of a
reduced global problem as mean. The local reduced spaces are designed such that local contributions of each
subdomain can be coupled in a conforming way. Thus, the resulting global system is sparse and reduced in
size compared to the direct numerical simulation, leading to a faster solution of the problem.

The authors gratefully acknowledge financial support by the German Research Foundation (DFG), project
number 394350870, and by the European Research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme (ERC Grant agreement No. 818473).
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duction
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Abstract: Dating back to the pioneering works by Mindlin almost 60 years ago, strain gradient approaches

are nowadays well-established. Stress gradient approaches as their counterpart have, however, only recently

been proposed and have since been in the focus of intense research. Although existence and uniqueness

theorems for stress gradient problems have been established, the study of stress gradient continua is, today,

limited to a restricted class of boundary value problems for which analytical solutions can be furnished.

Against this background, a finite element implementation of the stress gradient theory is proposed in this

work. Tension and torsion problems are considered for which analytical solutions can be derived for validation

purposes. Particular focus is laid on the boundary conditions since the stress gradient theory requires not

only the tractions but rather the complete stress tensor to be prescribed at the boundaries. The natural

occurrence of an internal length scale and the associated smaller-is-softer-type size effect are discussed.

Keywords: Stress gradient theory, Size effects, Stress-free boundary layer, Finite elements

1 Introduction

The stress gradient theory is a novel modelling approach to account for the underlying
material microstructure in macroscopic simulations [1]. It is based on the introduction of
additional degrees of freedom, so-called micro-displacements, that characterise the defor-
mation of the microstructure and occur as energetic duals to the stress gradient in the
generalised work of internal forces. In particular, it has been revealed in [3] that, by using
an extended homogenisation approach, the micro-displacements can be related to the first
moment of the microscale strain field. The formulation has been shown to be well-posed in
the sense that existence and uniqueness theorems can be established provided that suitable
boundary conditions are prescribed [2]. Motivated by these developments and driven by the
desire to study general boundary value problems of stress gradient continua, a finite element
implementation of the stress gradient theory was recently proposed in [4].

2 Stress gradient theory

At the outset of the developments, a functional dependency of the generalised stress energy
density function w∗ (σ,R) on the small deformation stress tensor σ and the hyperstress tensor
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R is assumed, and the generalised set of static admissibility conditions

∇ · σ = 0 on B , (1a) R− [∇σ]
dev

= 0 on B , (1b)

is postulated. By multiplying (1) with virtual displacements δu and virtual micro-displacements
δΦ, by integration the ensuing equation over domain B and by making use of Gauss’s theorem
one arrives at the generalised virtual work statement∫

B
σ : [[∇δu]

sym
+∇ · δΦ] +R ∴ δΦdv =

∫
∂B
σ : [[δu⊗ n]

sym
+ δΦ · n] da . (2)

Equation (2) suggests energetic dualities between the stress tensor and the generalised strain
tensor e = [∇u]

sym
+ ∇ · Φ, and between the hyperstress tensor and the micro-displacement

field. Moreover, the latter observation motivates the introduction of the generalised strain
energy density function w (e,Φ) such that

σ =
∂w (e,Φ)

∂e
, (3a) R =

∂w (e,Φ)

∂Φ
, (3b)

hold. By introducing the third-order tensor field Ψ = Ψdev +Ψ sph, hereafter referred to as the
generalised displacement field, with

Ψdev = Φ , (4a) Ψ sph =
1

2
[u⊗ I + u⊗ I] , (4b)

the virtual work statement (3) can be recast in the form∫
B
σ : [∇ · δΨ ] +R ∴ δΨ dv =

∫
∂B
σ : δΨ · n da . (5)

3 Finite element implementation

The virtual work statement (5) serves as the basis for the finite element implementation
proposed in [4]. In particular, it is noted that the boundary term on the right-hand side
implies that either the normal projection of the generalised displacement field or the complete
stress tensor can independently be prescribed at the boundary. This allows, amongst others,
the study of stress-free boundary layer effects.
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Abstract: Modeling for the description and prediction of processes in nature often leads to partial differ-

ential equations. Solving these field equations can only be done analytically in very few cases, so that in

practice numerical approximation methods are often used. Variational methods like the Galerkin method

have proven to be very effective and are widely used in industry and research. To set up the system of

equations, integration over the area to be calculated is necessary. For more complex geometries or nonlinear

equations, analytical integration becomes difficult or even infeasible, so that integration is also often per-

formed numerically in the form of weighted evaluations of the integrand, the Gauss quadrature. In order to

benefit from the quasi-optimal accuracy of the Galerkin method according to Cea’s lemma in the linear case,

the quadrature scheme must also be of sufficient accuracy. On the contrary, for more complex constitutive

laws, under-integration is often used in engineering to save computational time. On the example of the prin-

ciple of virtual work, the lecture shall demonstrate a pre-processing method, how specific approximations of

the integrand help that only one integration point is needed in the analysis phase without suffering a loss

of geometrical accuracy even for high-order elements. Thereby, the integration weights of this point become

independent of the primary variables and can thus be calculated during preprocessing.

Keywords: Numerical Integration, One-Point Quadrature, Galerkin Methods



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Buckling analysis of a beam made of Gyroid cells

Donato D’Aprilea, Simone Morgantib, Arsenio Cutoloc, Massimiliano Fraldic, Ferdinando
Auricchioa

a Department of Civil Engineering and Architecture
University of Pavia,

Pavia, Italy

b Department of Electrical, Computer, and Biomedical Engineering
University of Pavia,

Pavia, Italy

c Department of Structures for Engineering and Architecture
University of Naples Federico II,

Naples, Italy

Abstract: In the last few years, an increasing attention has been paid to metamaterials, materials with in-

ternal structures, usually organized in repeated patterns and with properties directly derived from the specific

design. In this scenario, Triply Periodic Minimal Surfaces (TPMS) represent a fascinating family of cellular

structured materials that can be precisely described by trigonometric equations in a three-dimensional space

[1]. Among the available TPMS, we focus on the Gyroid. The Gyroid surface has no planes of symmetry

and no embedded straight lines, and revealed to have interesting geometrical and mechanical properties [2].

In particular, in this work, we consider a beam made of repetition of Gyroid cells, and we investigate its

instability behaviour. First, we conduct a geometrical analysis on a single Gyroid cell to study the variation

of the inertia and area along the beam axial direction. Then, we present buckling analyses of the beam

performed with Abaqus software. The results reveal a remarkable lower value of the critical load than the

one obtained using the classical Euler beam equations, taking a constant inertia equal to the minimum value

of the varying axially inertia of the Gyroid beam. For this reason, we finally solve the Euler’s Elastica

equation in Matlab for a simplified 1D-problem of a beam with variable inertia. The results show that the

beam variable inertia and its axial deformation play a key role in determining the critical load.

Keywords: Triply Periodic Minimal Surfaces, Gyroid, Inertia, Instability, Euler’s Elastica
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Abstract: In this work, we investigate the mechanical properties of conceptual structural adhesive joints, in

which the role of the adhesive is played by an architected interface. In contrast to isotropic and homogeneous

interfaces, properties of architected interfaces are controlled by tailoring the microstructure. Therefore,

we augment existing theoretical frameworks by providing efficient homogenised models based on Cosserat

elasticity, which accounts for emerging micromechanical effects. By using such homogenisation procedures,

we demonstrate how characteristic lengths govern the mode I fracture behavior of architected interfaces.

It is revealed that interactions amongst lengths-scales originating from microstructure allow control of the

characteristic fracture process zone size. The findings are compared against numerical simulations justifying

the effectiveness of the method. The theoretical and numerical approaches are inter-winded, revealing a set

of critical parameters that need to be considered when designing architected interfaces under failure loads.

Keywords: Architected Materials, Adhesive Joints, Metamaterials, Micropolar, Cosserat Elasticity

1 Introduction

In the fast-growing industrial sectors for infrastructure engineering, such as transportation
and energy, drives for efficiency and functionality inevitably rely on our understanding of
confined materials and adhesive joints [1]. In that regard, an important contribution has been
made towards exploring the fabrication and static properties of simple lattice structures,
against the more often used foams or honeycomb cell cores [2]. Bondlines are used and
designed to ensure structural integrity and maximise efficiency of load transfer between
joined materials. With emerging additive manufacturing technologies, our focus turns into
architected interfaces with the scope of merging mechanical metamaterials into conceptual
joint designs. We introduce a new concept of low-density interfaces with properties that
could be carefully tailored along multiple directions and critical load localisations.

2 The need for augmenting the existing theory

In our recent work [3] we showcased how lattices length-scales and the level of confinement
of architected materials affect the fracture process zone in mode I loading—analytical and
numerical methods are presented in the context the double cantilever beam configuration.
However, modeling of architected structures is a daunting task that relies significantly on
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homogenisation procedures. Hence, in our model, the architected interface was treated
as a homogeneous elastic foundation. In principle, architected materials can experience
large overall deformations caused by localised rotations, i.e. microrotations that produce
couple stress reactions to the joined materials. Therefore, in this context, the classical
theory of elastic foundation, which is used extensively in failure problems, does not yield the
required accuracy. In this work, we augment the concept of elastic foundation accounting for
micromechanical effects by using the theory of micropolar elasticity [4], in order to reduce
modeling complexity aiming to arrive at closed-form solutions for specific failure problems.

3 The resulting parametric space

The theory of micropolar elasticity is able to capture effectively architected materials that
undergo local rotations, namely bending-dominated structures, auxetic foams, trusses, and
grids [5, 6], by considering additional effective material properties as functions of the re-
spective microstructure. In line with [7, 4], we utilise appropriate stress functions to solve
the compatibility equations and obtain the stress, couple stress, displacement, and micro-
rotation fields. This approach allows us to calculate the effective linear stiffness as well
as an additional rotational stiffness of the foundation accounting for micropolarity. There-
fore, in addition to the usual parameters of the problem (Young’s modulus, Poisson’s ratio,
and thickness), our model considers two additional parameters that govern the micropolar
behaviour of an effective bulk that emerges from the lattice. Namely, the characteristic
length for bending, measuring the material’s resistance to (micro)bending, and the coupling
number, characterising the coupling between linear and rotational elastic fields. Such consid-
eration significantly expands the available parametric space, which can lead to new material
configurations worth investigating. The findings are then compared to numerical simulations
revealing how each length-scale affects the behaviour, and proving the method’s accuracy.
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Abstract: Magneto-electro-elastic (MEE) layered periodic materials are a topic of great interest due to their

challenging applications in many industrial fields. In this work, field equations governing a MEE layered

periodic material are proposed and a complex notation for the unknown variables is introduced. Then, a

dynamic multifield continualization method is outlined to analyze MEE wave propagation traveling along

the orthogonal direction to the material layering by matching the Z-transform of the vector collecting the

nodal fields to the two-sided Laplace transform of the same vector at the macroscale. The continualization

technique allows identifying multifield integral-type non-local continua and multi-field generalized gradient-

type (higher-order) non-local continua. Finally, to test the accuracy of the proposed approach, the complex

spectra derived from the continualization technique are compared with those provided by the Floquet-Bloch

theory.

Keywords: Periodic MEE materials, Transfer Matrix, Continualization method

1 Introduction

Continualization methods may represent successful tools to identify and model the effects
of the macroscopic behavior on the overall properties of MEE periodic materials. In the
literature, there are continualization techniques that introduce the spatial discrete Fourier
transform or the Z-transform in the field equations involving Lagrangian systems, by achiev-
ing integral-differential equations of the equivalent non-local continuum with respect to the
continuous displacement field. Then, the integral-differential equations may be approxi-
mated by higher order differential equations by considering the integral kernel as a Taylor
series or as a Padé approximant, [1]. The current state-of-the art literature inspires the
present work that proposes a dynamic multifield continualization approach for the analysis
of MEE periodic materials and the study of coupled magneto-electro-elastic waves propagat-
ing through them. The field equations governing a MEE periodic heterogeneous material are
provided. In particular, the case of a MEE layered material with a periodic microstructure
is considered. The equations are analytically tackled by using complex auxiliary variables
that allow halving the model dimension. The Floquet-Bloch theory and the transfer matrix
method allow determining the linear parametric eigenproblem governing the MEE dispersive
waves oscillating transversally and traveling along the material. Finally, a continualization
technique, based on the introduction of the Z-transform, is proposed to identify multi-field
integral-type and multi-field generalized gradient-type non-local continua.
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2 Methods and main results

According to the Floquet-Bloch theory, the continuity condition y+
m = y−m+1 between two

adjacent layers m and m + 1 of a MEE layered periodic material leads to

y+
N = T (ω)y−1 , (1)

where T (ω) =
∏N−1

i=0 TN−i is the transfer matrix of the periodic cell, y+
N is the generalized

vector collecting the nodal displacement, the electric field, the magnetic induction field and
the stress at the upper boundary of the last N-th layer and y−1 is the generalized vector at the
lower boundary of the first layer, [2]. The Z− transform of y in (1) is matched to the spacial
Fourier transform with complex argument of the continuous field P̌ (x1, ω), which leads to
the integral-differential equation in the physical space and in the time domain. After some
manipulations, the governing field equation of a multi-field generalized gradient-type non-
local continuum with the integral-type inertial term is derived, [3]. The dispersion spectra
are parametrically analysed for a two-layered periodic material as in Figure 1.
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Figure 1: Comparison between the homogenized complex spectra (blue and white) and exact one (red) for
different range of ω̄. In the zoomed views, stop-stop (b) and pass–stop (c) bands of frequencies are observed.

3 Conclusions

The propagation of electro-magneto-mechanics waves travelling along the direction perpen-
dicular to a MEE material layering is investigated and a dynamic multifield continualization
method has been outlined.

References

[1] Bacigalupo A, Gambarotta L. Identification of non-local continua for lattice-like mate-
rials. International Journal of Engineering Science 2021;159:103430.

[2] Del Toro R, Bacigalupo A, Lepidi M, Mazzino A. Dispersive waves in magneto-
electro-elastic periodic waveguides. International Journal of Mechanical Sciences 2022;
236:107759.

[3] Del Toro R, De Bellis ML, Bacigalupo A. High frequency multifield continualization
scheme for layered magneto-electro-elastic materials. Submitted 2023.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Image-based wave propagation analysis in large domains with
irregular geometry using the SBFEM

S. Nattoji-Shara∗, C. Birk∗ and H. Gravenkamp†

∗ Department of Civil Engineering
Institute of Structural Analysis, University of Duisburg-Essen

45141 Essen, Germany
e-mail: sharath.nattoji-shara@uni-due.de, carolin.birk@uni-due.de

† International Centre for Numerical Methods in Engineering
Universitat Politècnica de Catalunya
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Abstract: The simulation of wave propagation phenomena (e.g., seismic waves) is numerically challenging,

particularly due to the restrictions placed on the spatial as well as on the temporal discretization. For a

large heterogeneous domain with several geometric irregularities, restrictions are imposed on meshing the

considered domain; namely, a certain number of nodes per wavelength is required. The smallest distance

between any two nodes in the discretized domain is one of the factors that determine the size of the time-step

of the adopted transient solver. These rigorous requirements significantly increase the meshing burden and

computational effort, whenever waves of high-frequency or short wavelength are of interest.

Efficient numerical tools, such as the finite element method (FEM) with spectral elements, are needed

to simulate wave propagation phenomena. Due to the large size of the considered domain, a fast and

robust technique is essential to discretize the domain. Image-based analysis using pixel/voxel-based domain

discretization is one such approach that decomposes the domain into square/cube-shaped subdomains[1, 2].

The presence of hanging nodes, however, limits the application of FEM. The scaled boundary finite element

method (SBFEM) can be employed to overcome the aforementioned limitation, where only the boundaries of

subdomains are discretized. The SBFEM subdomains can be classified based on the position of the hanging

nodes present on their boundaries. As a result, it is sufficient to compute the properties of one member of a

pattern and later replicate it to its other members [1]. Moreover, high-order elements, which require fewer

nodes per wavelength, can easily be incorporated into the SBFEM.

With the assumption of mass-proportional damping, a transient explicit solver typically involves the inversion

of a mass matrix. The full potential of such a solver is realized by diagonalizing the mass matrix. Lumping the

mass matrix entails matrix-vector multiplication, that efficiently computes the nodal displacements, thereby

eliminating the need to solve a system of linear equations. If the subdomain boundaries are interpolated

using linear or quadratic node-based shape functions, mass lumping can be achieved without loss of accuracy.

For interpolation order > 2, no mass lumping scheme is known that guarantees optimal accuracy and positive

definite mass matrices in the SBFEM [3].

For a specific application, it is not straightforward to predict whether the highest gain in efficiency is

obtained by adopting an explicit time-stepping scheme, where the domain is discretized using low-order

elements together with mass lumping, or by adopting an implicit time-stepping scheme in which tailored

meshes of high-order elements are employed.

In this contribution, the results of the explicit time-stepping scheme, where the similarity of SBFEM elements

are exploited, are compared with other time integration schemes. A couple of examples will be presented to

illustrate the above aspects of time-domain simulation in heterogeneous domains.
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Abstract: Ultrasonic guided waves interacting with complex geometrical features are of high interest in

the SHM field. For example, investigations into the extent to which a small change in defect geometry

affects wave propagation have applications in Probability of Detection and defect reconstruction. These

fields have to be supported by numerical tools aiming to retrieve accurate and reliable results and, thus,

more realistic modeling. Due to the short wavelengths of ultrasonic waves and the relatively large domains

in which the waves propagate, fine grid resolution for the entire domain is usually not possible due to

limited computational resources. One solution is to partition the domain into different subdomains and

use a specific, efficient approach for each subdomain. This contribution shows a combination of methods

that aims to study these wave defect interactions in an elastic media. Firstly we introduce high-order 3D

meshes that can resolve very fine geometrical details and are based on an Octree discretisation technique that

employs special transition shape functions to resolve the hanging nodes that may appear due to the nature of

the method. Afterward, the Octree mesh is embedded in a prismatic wave-guide based on the semi-analytical

formulation of the SBFEM in 3D. To couple the different domains, we employ the mortar method, which

enforces the continuity of the wave field across the internal boundaries of the domains. Examples show the

power of the approach especially when it comes to parametric analysis.
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ETH Zürich

Stefano-Franscini-Platz 5, CH-8093 Zürich, Switzerland
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Abstract: In Structural Health Monitoring (SHM) with Guided Waves (GWs), data generated from
sensor installations or sporadic inspections can be processed by simulating numerous damage scenarios of
a structure, which are gradually updated as to match the recorded signal. This shows promising prospects
of detecting, localizing, and even classifying small damage; however, it poses several challenges in terms
of mechanical modeling and computational cost. In essence, the two main hurdles lie in the need for
high resolution models, and in the limitations of traditional meshing software when automatically modeling
localized features such as cracks and holes.

In addressing the first challenge, the Spectral Element Method (SEM) is selected as a basis for discretization,
a choice which is motivated by its efficient high-order Ansatz space as well as by an optimally lumped mass
matrix. Consequently, fast time-marching algorithms can be employed for solution of the equations of
motion, without compromising the convergence properties of the model. Secondly, localized damage in the
form of cracks can be introduced by extending Spectral Elements (SEs) via partition of unity enrichment
functions, as in the eXtended Finite Element Method (XFEM).

In order to adopt these strategies in an explicit dynamics context, mass lumping methods for enriched SEs
must be formulated. Importantly, optimal lumping of SEs is incompatible with the customized integration
routines necessary in the presence of discontinuous enrichment functions. To overcome this, available mass
lumping methods are sourced from the literature, and an alternative approach based on non-linear moment
fitting is investigated. As a further alternative, the adoption of a hybrid implicit-explicit solver is also
considered, which overcomes the need for the lumping of enriched elements at the price of a partially implicit
solution.

Numerical examples involve cracked aluminum panels and plates, which enable to establish qualities and
draw-backs of all the investigated approaches. Finally, this framework is applied in the modeling of a
composite plate with multiple delamination-type damages and is validated by experimental measurements.

Keywords: SHM, Guided Waves, SEM, XFEM, Mass Lumping, Moment Fitting, Delamination
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Abstract: The characterization of damage in shell-like structures, such as pipes, laminates, and plates, is

particularly effective using ultrasonic guided waves by inspecting large areas of the structure starting from

only a few sensor positions. However, damage sizing in particular is a challenging task in non-destructive

testing and structural health monitoring, as the different dispersive modes of the guided waves do not always

allow a simple correlation to be made between the reflections coming from the damage and the damage size.

One way to determine the magnitude of the damage is to directly compare the measured signals with the

signals from a simulation model. This reconstruction of the damage in the simulation model represents an

inverse problem and an optimization problem. For the optimization, several forward calculations are needed

to fit the damage model to the measured data.

Due to the short wavelengths of ultrasonic waves, classical methods for forward calculations, such as the finite

element method (FEM), are often too computationally intensive. One way to reduce the computational cost

is to approximate the wave propagation using the semi-analytical Scaled Boundary Finite Element Method

(SBFEM). Previous studies have shown that the required degrees of freedom for the investigated domains

and thus the computational time is much lower compared to the standard FEM.

In this contribution, a gradient-based optimization method for damage sizing is presented. The gradient

of the SBFEM forward model is computed by Algorithmic Differentiation, allowing accurate and fast opti-

mization. Examples include 2D cross-sectional models as well as 3D models of steel plates. The main focus

will be on the numerical model and the properties of the inverse problem. The convergence of the proposed

algorithm and its robustness to noise is presented. The validation of 2D models with experiments is briefly

discussed.

Keywords: Inverse Problem, Scaled Boundary Finite Element Method (SBFEM), Algorithmic Differenti-

ation (AD)
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Abstract: Blast experiments on reinforced concrete structures are often limited to small structures and

therefore simple shock waves. Such experiments are carried out at the Bundesanstalt für Materialforschung

und -prüfung (BAM) and the structural response is investigated using several measuring methods. Complex

load scenarios that occur as a result of reflection of the shock wave in larger structures are harder to realise

in practice. Numerical simulations for the propagation of the shock wave and the structural response can

therefore be an alternative method for the investigation of blast loads on complex structures.

For the simulation of concrete under impact and blast loads, several local constitutive models exist that are

formulated as plasticity models with softening taken into account by introducing a scalar damage field. Local

damage models however often lead to mesh-dependent results which do not converge with mesh refinement.

In order to achieve meaningful predictions from numerical experiments, independence from the mesh is

needed.

In this contribution, the JH2 model [3] with a parameter set for concrete is investigated in a simple blast load

scenario. The shockwave is implemented as a simplified Friedlander-curve and the overpressures are applied

as a boundary condition for the structural simulation. In order to account for large displacements that

can occur during blast loads, an updated Lagrangian formulation is utilised. A Runge-Kutta method with

adaptive time stepping is used to advance the solution in time. The open source FEM software FEniCS [1]

is used together with an implementation of the JH2 model which has been developed at BAM. An extensive

convergence analysis with both timestep- and mesh-refinement is carried out to show the mesh dependency.

In order to make the results independent of the mesh, possible nonlocal versions of the JH2 model with

gradient-enhancement are presented. Since many damage models for concrete share the damage mechanism

of the JH2 model, the application of the regularisation methods to more complex material models, like

the RHT model [2], is also discussed. Advantages of a gradient-enhanced formulation to simulate dynamic

strength increase of concrete is discussed as well.

Keywords: concrete modelling, explicit dynamics, gradient-enhancement, mesh-convergence
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Abstract: Bone fracture events are expected to increase more and more, but the current gold standards for 

assessing the patient-specific fracture risk have shown to have poor stratification accucray. Fractures cause a 

decreased quality of life and increased mortality, placing a significant social and economic burden. Therefore, 

improved prediction of the fracture risk would be crucial as it would foster preventive interventions before 

fracture occurs. In this context, a crucial role is being more and more played by patient-specific computational 

models used to inform the clinical decision, the so-called Digital Twins in Healthcare (DTH). Here we report 

the example of the Bologna Biomechanical Computed Tomography (BBCT)-hip and BBCT-spine, two patient-

specific computational models at two different development stages to become DTH.  

Keywords: Bone, fracture prediction, in silico, digital twin, ageing, FE  

1. Introduction 

Fragility fractures, which are very common both at the hip and at the spine, represent a more 

and more frequent evidence of an ageing society [1]. Ageing causes an overall bone loss and 

the deterioration of bone mechanical properties, which together result in a bone more prone 

to fractures. In parallel, as the treatment of cancer improves, the survival of patients affected 

by metastates increases. Metastates, which ofter interest the spine, alter the mechanical 

competence of the bone as well, increasing the susceptibility to fractures of already fragile 

subjects [2]. As a whole, bone fractures pose huge social and economic burdens: tertiary 

prevention is therefore crucial, and an accurate prediction of the actual risk of fracture would 

be crucial in preventing fracture through specific interventions. In this context, 

computational models able to provide insights currently not achievable otherwise and to 

outperform the gold-standards in the fracture prediction will come to play a major role in the 

future. In this work we present the in silico methodology Bologna Biomechaical Computer 

Tomography (BBCT)-hip and spine, developed for the fracture risk prediction at the femur 

and at the spine. 

2. BBCT 

BBCT-hip predicts the absolute risk of fracture (ARF0) for a subject based on his QCT 

images, height and weight. More in detail, a patient-specific Quantitative Computed 

Tomography (QCT)-based FE model predicts the load to failure, i.e. the load causing 

fracture, based on principal strains criteria. In parallel, an inverse pendulum analytical 

stochastic model calulates the impact forces due to a fall on the side. One million possible 

impact forces are computed and compared to corresponding one million loads to failure 

along possible femur poses at impact. ARF0 is calculated as the ratio of the impact forces 

exceeding the load to failure, i.e. causing fracture, to the total number of impact forces. The 

predictive accuracy of BBCT-hip FE models was assessed against ex vivo experiments 
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(RMSE<15%) [3], [4], while its stratification accuracy was assessed on a pair-matched 

retrospective cohort (AUC=0.87) [5]. 

Figure 1. BBCT-hip workflow. On the left, the construction of the FE model to predict the load to failure, on 

the right, the impact force calculation model. Together, they allow to compute the absolute risk of fracture. 

While clinical CT-based computational models for the fracture prediction at the femur have 

achieved a good level of maturity across the scientific community, much effort is currently 

being put on computational models of the spine. Here, a FE framework for spine segments 

is validated against ex vivo experimental data using Digital Image Correlation (DIC), a 

noncontact optical full-field measurement approach. Full-field displacements are primarily 

used for validation, representing the biomechanical variable primarily measured by DIC. 

Thoracolumbar four-vertebrae human spine segments were obtained from an ethically 

approved donation program. QCT images were acquired. Compression-flexion tests were 

performed loading each segment in elastic regime. A 4-camera state-of-art DIC (GOM 

Aramis 12M) was used to measure the displacement field on the vertebral body surfaces. FE 

models were generated from the QCT images using a 10-node tetrahedral mesh. Material 

properties of the bone were mapped elementwise [6], [7]. Intervertebral discs (IVDs) were 

modelled as linear elastic isotropic materials. The boundary conditions replicated the 

experimental test. FE-predicted displacements showed good agreement compared to DIC 

results in elastic regime  (%RMSE <8%) [8], although the predicted deformations, on which 

the patient-specific fracture risk would be assessed, showed a significant degree of 

disagreement with respect to the experimental ones.  

3. Conclusions 

While mature existing DTH technologies (e.g. BBCT-hip) will have to be translated into use 

in specific clinical studies in order to provide scientific open-access evidence to health 

policymakers, experimental and computational studies will support the further development 

of DTH still at preliminary stage of development, such as BBCT-spine.  
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Abstract: In recent years, in silico models have been promoted as valuable methods to investigate the 

mechano-biological hidden processes that support bone healing. We created a novel computer model that 
employs agent-based technique to investigate immune cells regulation during the inflammatory stage of bone 

healing. This model, combined with a mechano-regulated finite element model, will provide a new prospective 

on the investigation of mechano-biological aspects that supports early healing regulation. Immunofluorescent 

images are collected in vivo to calibrate the model. Quantitative comparison between the macrophage 

population counts in vivo and in silico allows a strict calibration of the model parameters. A genetic algorithm 

has been developed to iteratively adapt the parametric values to reduce the differences with the experimental 

results. After a few generations, the genetic algorithm found a combination of parameter values to calibrate the 

multiscale model. When those parameters are assigned to the model, the simulation output is characterized by 

minor quantitative differences with the experiments, contributing to a more realistic simulation result. Once 

the model will be fully calibrated and validated, it will provide a valuable support to the investigation of the 

hidden bone healing processes that are challenging to investigate experimentally.  

Keywords: Bone fracture healing, computer model, inflammation, agent-based models, mechano-biology 

1. INTRODUCTION 

Bone fracture healing is a convoluted process that develops at multiple levels (tissue, 

cellular, molecular); therefore, using in silico multiscale modeling is highly appreciated to 

investigate its mechano-biological regulation. However, while numerous computer models 

have been developed to study the repair and remodeling phases of the process, only a few 

include also the initial inflammatory stage [1]. COMMBINI (COmputational Mechano-

biological Model of Bone Injury Immunoresponse) aims to fill this gap as it will simulate 

mechanical and biological processes that occur within the bone fracture since the initial 

recruitment of inflammatory cells. We expect to obtain intriguing insights on novel 

treatments and therapeutics that might enhance the healing of the fracture from the first 

moments post-injury.  

2. MATERIAL AND METHODS 

COMMBINI uses an agent-based model [2] to reproduce biological events that happen at 

the molecular (pro- and anti-inflammatory cytokines) and cellular level (macrophages) in a 

7 mm osteotomy performed in mice, iteratively simulated within a span of three days post-

operation. The multiscale interactions are regulated by in vitro parametric values found in 



7th YIC Edition | ECCOMAS Young Investigators Conference 2023 

the literature (e.g. [3]), which we propose to calibrate with in vivo immunofluorescent 

images [4]. The model is calibrated in two steps: sensitivity analysis, followed by 

evolutionary parametric optimization. Sensitivity analysis is performed on the in silico 

model parameters to evaluate the ones that primarily impact the quantitative outputs of the 

simulations. The evolutionary optimization employs a genetic algorithm (developed in-

house with Python) to assess the combination of values that led the model outputs to a 

scenario more similar to the experimental one.  

3. RESULTS 

The model showed a strong sensitivity over the number of total macrophages to variations in the 

value of proliferation ratio, recruitment factor and debris engulfment. In particular, when 

optimization is performed over the proliferative parameter, the genetic algorithm converges to a 

lower ratio (�̂�𝑝= 5.34 10-4 min-1) than the one found in literature (8.33 10-4 min-1 [3]) (Fig. 1). 

 

 

Figure 1. The genetic algorithm calibrates the model by converging to the optimal value for macrophage 

(MΦ) proliferation ratio (�̂�𝑝). 

4. DISCUSSION AND CONCLUSIONS 

COMMBINI is a novel multiscale in silico tool to explore the early stages of bone fracture 

healing. The agent-based model capacity to represent each single immune cell as a single 

entity allows the calibration with the support of experimental immunofluorescent images. 

Currently, the model is calibrated with quantitative in vivo data; however, it is planned to 

calibrate according to cell spatial distribution within the callus. Moreover, the coupling of 

COMMBINI with a mechanical model (finite element analysis, in development) will expand 

the investigation to mechano-regulated aspects during the inflammatory stage of bone 

healing. 
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Abstract: In this study, a computational framework was developed for the systematic design of next generation self-

expandable femoral stents. Technically, stents were considered as made by a repeating unit cell, designed by 

combining topology optimization and inverse homogenization, so that the macroscopic stent structures satisfy 

prescribed design requirements. Five stent designs with different geometrical features were generated as a proof-of-

concept. Finally, in silico tests were conducted to characterize the mechanical performance of the stents. 

Keywords: femoral stent, topology optimization, finite element method, computational fluid dynamics. 

1. Introduction 

In-stent restenosis (ISR) is a major drawback that still limits the safety and success of femoral 

stenting. This complication is related to the stent geometry and to the mechanical interaction 

between the device and the vessel wall [1]. Accordingly, significant research efforts have been 

conducted to improve the stent design and several computational frameworks were developed to 

optimize the biomechanical performance of the devices. Nevertheless, the current development of 

femoral stents is still incremental, resulting in minimum modifications of the geometry as 

compared to the devices already available. Within this context, we present a computational 

workflow for the design of next generation self-expandable femoral artery stents. The proposed 

workflow employs inverse homogenization topology optimization (TO) to generate innovative 2D 

unit cells of the stent [2], which are then converted in 3D stent geometries and verified from both 

a structural and hemodynamic viewpoint. 

2. Methods  

The procedure for the design of self-expanding femoral artery stents consists of four main steps 

(Fig. 1). The inverse homogenization TO, that allows to design microstructures with prescribed 

properties at the macroscale, was adopted to generate 2D geometries of a single stent cell (Fig. 

1A), with the aim of reducing the contact area between the stent and the arterial wall, and of 

controlling the radial stiffness and the foreshortening of the design. With this aim, we have 

exploited the microSIMPATY algorithm [2], which enriches a standard SIMP-based inverse 

homogenization TO process with the selection of a strategic (i.e., an anisotropic adapted) 

computational mesh. 3D stent geometries were obtained by scaling and repeating the 2D unit cells 

(Fig. 1B), which were thereafter projected to a cylinder and extruded to assign a constant strut 

thickness. Nonlinear structural finite element (FE) analyses of a complete crimping cycle were 

then conducted to characterize the mechanical performance of the stent designs (Fig. 1C). The 
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following three FE outputs were accounted to evaluate the mechanical performance of each design: 

the peak maximum principal strain of the stent, as a measure of device integrity throughout 

implantation procedure; the radial force magnitude as a measure of the radial stiffness of the 

device; the stent foreshortening, as a measure for the precise device placement into the vessel [3]. 

Thereafter, transient, laminar computational fluid dynamics (CFD) simulations were performed 

considering an idealized cylindrical femoral artery (Fig. 1D). The impact of the stent design on the 

hemodynamics and the associated risk for ISR was analysed in terms of time average wall shear 

stress (TAWSS) and topological shear variation index (TSVI) [4]. 

 

Figure 1. Main steps of the workflow for the design and verification of femoral artery stents. 

 

3 Results and conclusion 

Five proof-of-concept stent designs with different geometrical features (Fig. 2) were generated in 

the first step of the workflow (Fig. 1A). FE analyses indicated that only two stent designs (Fig. 2, 

designs 1 and 5) met the minimum requirement for usability throughout the implantation 

procedure. Moreover, it emerged that design 1 was better in terms of mechanical characteristics, 

while design 5 was better in terms of geometrical (i.e., lower contact area) and hemodynamic 

characteristics.  

The developed computational framework allows to systematically obtain new designs of femoral 

artery stents, contributing to the reduction of time and costs associated with the in vitro bench 

testing campaign and conventional trial-and-error design methods.  

 

Figure 2. Five femoral stent designs generated with the proposed workflow. 
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Abstract: Understanding the development of cardiovascular disease relies on the exploration of the in-

teractions between the chemo-bio-mechanical behaviour of the local arterial tissues and the hemodynamics

of the global cardiovascular system. The present work aims to introduce a new framework for modelling

these multiphysics and multiscale processes in a coupled approach. In this study, the biochemical pathways

responsible for vasodilation are explored in a model coupling a local multiphysics Finite Element model

of the arterial tissue, and a global lumped 0D model of the cardiovascular system. As a bridge between

multiphysics phenomona at different geometrical and temporal scales, this framework is a first step in the

comprehensive approach exploring the interactions in the cardiovascular system leading to the development

of pathologies.

Keywords: Vasodilation, Arterial Tissue, Multiphysics, Coupled 0D-3D models

1 Multiphysics and multiscales in arterial tissues

The physiological behaviour of the cardiovascular system is driven by the mechanical re-
sponse of the arterial segments. Composed of both a passive elastic response of the extra-
cellular matrix and an active reaction of the smooth muscle cells, it is therefore dependant
on the tissue histological architecture and on the local biochemical state driving vasocon-
striction. Furthermore, the cardiovascular system undergoes a continuous adaptation to the
evolution of the blood flow, with a fast reversible response through the contractile tone of
smooth muscle cells, and a slow response through growth and remodelling of the tissue.
Cardiovascular diseases develop when remodelling is dysfunctional.

Hence, the study of cardiovascular diseases, such as chronic hypertension, relies on a compre-
hensive approach of the multiphysics problem, at the crossroad between mechanics, biology
and chemical behaviour, but also on a multiscale description, both geometric and temporal,
of these phenomena. Indeed, the global hemodynamic conditions of the cardiac cycle and
the vasculatur resistance affect the local flow and in turn the internal tissue stresses driving
biochemical signals. And, whereas the hemodynamic is evolving in seconds, biochemical
processes have a characteristic time of minutes for the vasodilation and days for growth and
remodelling.

To the best of the authors’ knowledge, current litterature lacks a mathematical description
of the arterial tissue that couples a lumped description of the cardiovascular system and a
detailed continuum model of the local chemo-mechano-biological behaviour of the arterial
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tissue for specific regions of interest. This work contributes to the development of compre-
hensive models able to explore the interactions leading to the development of cardiovascular
pathologies.

2 Case study : Chemically driven Vasodilation

Vasodilation consists of the extension of smooth muscle cells to adapt the artery to an
unbalanced blood flow, in order to maintain a preferred mechanical state in the arterial
tissue (circumferential stresses and wall shear stresses) [1].

The framework consists in modelling the global scale of the cardiovascular system with a
0D lumped model and the local scale of the arterial tissue with a FEM of an arterial cross-
section. Endothelial cells, under blood flow associated shear-stress, emit vasodilator species
(Nitric Oxyde and Reactive Oxygen Species) affecting the vasotone of the Smooth Muscle
Cells. The latters, within the Extra-Cellular Matrix, contract or dilate, changing both the
geometry and compliance of the arterial section.

The model is tested with a short term increase of the blood flow, and results show that
vasodilation limits the variation of shear stresses sensed by endothelial cells through an
increase of the radius of the artery. Furthermore, vasodilation relaxes stresses in the extra-
cellular matrix, which increases the compliance of the tissue, and therefore reduces the
variation of pressure during a cardiac cycle. The numerical results are consistent with
available experimental data.

3 Conclusions

This framework, as a versatile tool coupling simple but extendable models, is a basis for
the modelling of cardiovascular diseases with the introduction of dysfunctional growth and
remodelling of the arterial tissue. It is a first step into the building of hypothesis driven
models exploring the etiology of cardiovascular diseases.
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Abstract: The electrocardiogram (ECG) is the most widely used non-invasive diagnostic tool to gain in-

sight into the electrical activity of the heart. Mathematically, it is usually simulated by a coupled multi-scale

and multi-physics non-linear dynamical problem, called heart-torso model, describing the cardiac electro-

physiology, however neglecting the effect of the underline myocardial mechanics. In this work, we present a

novel electromechanical in-silico heart-torso (EMT) model, coupling a 3D-0D closed-loop electromechanical

model for the heart, with a Laplace equation to represent the propagation of the cardiac electrical signal

through the torso, moreover including the cardiac and torso deformations due to the myocardial contraction.

Numerical simulations with the EMT model on a realistic in-silico biventricular geometry are performed,

and the corresponding ECGs are compared with respect to the heart-torso model, both in sinus rhythm and

under ventricular tachycardia.

Keywords: Electrocardiogram, Cardiac electromechanics, Cardiac electrophysiology, Heart-torso model.

1 Introduction

The ECG is the most widely used non-invasive diagnostic tool in cardiac electrophysiology
(EP) [1]. A mathematical model able to reproduce the ECG is a coupled multi-scale and
multi-physics problem, defined by a ODE-PDE non-linear system to simulate the cardiac
EP, and a Laplace problem to compute the cardiac EP signal propagation in the human
torso [2]. The solution of such model is carried out on 3D static domains, that of the heart
and of the torso. However, the heart undergoes large deformations due to the myocardial
contraction, that affect the propagation of the EP signal and, therefore, the ECG [3]. In
this work we aim at accounting for such deformations proposing a new 3D-0D closed-loop
electromechanical heart-torso model, coupling an electromechanical model for the heart [4],
with the Laplace model in the torso [2], automatically shaping the torso domain according
to the cardiac displacement. The model is then investigated on realistic geometries, both in
sinus rhythm and under ventricular tachycardia.

2 Mathematical model

The EMT model is a multi-physics and multi-scaled model obtained coupling different math-
ematical models, able to comprehensively represent the major physical electromechanical
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Figure 1: Numerical scheme of the EMT model (left), and example of ECG lead in sinus rhythm (top-right)
and under ventricular tachycardia (bottom-right) considering either the heart-torso or the EMT models.

phenomena in the heart and in the human torso. Specifically, we employ the 3D-0D closed-
loop cardiac electromechanical model presented in [4], which is able to describe the cardiac
electrical activation, the active contraction at the sarcomeres level, the myocardial contrac-
tion, and the blood circulation. The passive mechanics in the human body is then simulated
employing a lifting extension of the cardiac displacement on the torso. Finally, a Laplace
equation is implemented in the torso domain, incorporating the displacement extension to
mimic the cardiac deformation. A suitable segregated-intergrid-staggered numerical scheme
(see Fig. 1) is then implemented to handle the different space-time scales required by the
models involved [4], ensuring spatial and temporal flexibility.

3 Conclusions

The numerical tests are carried out on a realistic 3D in-silico biventricular geometry and
on a realistic torso. Both healthy and pathological conditions, e.g. ventricular tachycardia,
are simulated considering either static of moving domains. Fairness of the comparison is
ensured by prescribing the same numerical and parameters setting in all simulations. The
ECGs obtained for each simulations are then compared (see Fig. 1), showing that the effect
of myocardial contraction on the electric signal propagation withing the body, and thus on
the ECG, cannot be neglected, especially in pathological conditions.
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Abstract: Through phase-field modeling of brittle fracture, we investigate how the continuous variation of

elastic modulus and/or fracture toughness along a 1D bar affects key observed quantities, such as the peak

stress and the dissipated energy upon fracture, and, consequently, the location of the predicted crack. Thus,

it is shown that the effect of heterogeneity is strictly related to the non-local nature of the phase-field model.
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1 Introduction

Phase-field modeling of brittle fracture [1] is particularly attractive for heterogeneous mate-
rials, such as bone, due to its ability to predict nucleation and propagation of cracks with
arbitrarily complex patterns with no need for ad hoc criteria. Previous studies addressing
fracture in heterogenous materials have adopted a pragmatic approach and are exclusively
numerical. A fundamental mathematical analysis of the key phase-field predictions is avail-
able only for the assumption of homogeneous material [1]. In our contribution, we perform
such missing investigation for the one-dimensional case by assuming continuous variation of
the elastic and/or fracture properties. Our main goal is to quantitatively assess how the het-
erogeneity in material properties influences the peak stress and the dissipated energy upon
fracture.

2 Model

The analysed 1D bar is defined over the interval (−L,L), clamped on one end and pulled on
the other through displacement control. Using the AT1 formulation, the phase-field approach
consists in the minimization of the energy functional

E(u, α) =
∫ L

−L

1

2
(1− α)2 E0 u

2 dx︸ ︷︷ ︸
elastic energy

+
3

8

∫ L

−L

Gc(x)
(α
ℓ
+ ℓ α′2

)
dx︸ ︷︷ ︸

dissipation

with Gc(x) = Ḡc

(
1 +

|x|
ℓw

)
, (1)

where u is the displacement and α ∈ [0, 1] the local damage (α = 0: sound material, α = 1:
fully broken material). The non-locality of the model requires the introduction of an internal
length ℓ that controls the size of the support of α upon localization. We have assumed here
that the elastic modulus E0 is constant along x, whereas the fracture toughness features a
V-shape distribution Gc(x) with a minimum at x = 0. The length ℓw is the reciprocal of the
V slope and its associated dimensionless group is the characteristic ratio r = ℓ/ℓw. The limit
operation r → 0 returns a reference homogeneous material.
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3 Conclusions

By solving analytically or semi-analytically the Karush-Kuhn-Tucker conditions stemming
from Eq. 1, we draw the following conclusions:

� The elastic limit stress for the heterogeneous bar is the same as for the bar made of
the reference homogeneous material;

� The evolution problem for the heterogeneous bar does not admit a homogeneous solu-
tion in the damaging phase;

� The peak stress σp = σ̄p s(r), where σ̄p is the peak stress for the reference homogeneous
material and s(r) is a monotonically increasing function of r with s(0) = 1. ;

� The dissipated energy at crack onset Du = D̄u g(r), where D̄u is the dissipated energy
for the reference homogeneous material and g(r) is a monotonically increasing function
of r with g(0) = 1.

The observed effects of heterogeneity are consequences of the non-local nature of the phase-
field model. This becomes evident when considering mutliple minima competing as location
of crack onset (see as example Fig. 1).

Figure 1: Example of a 2-length bar in tension with heterogeneity in Gc. The crack location (blue arrow)
depends on the length-scale parameter: the crack forms at x1 if ℓ < ℓ∗ and at x2 if ℓ > ℓ∗, with ℓ∗ ≃ 0.056.

These results are also valid for different shapes of heterogeneity and for heterogeneity in E0

and can be extended to a bar embedded in the three-dimensional space [2].
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Abstract: We propose a micromechanical model of the brain white matter, which is described as a 
heterogeneous tissue with axonal fibers embedded in a soft substance that forms the ground matrix. 
Our approach is developed within the framework of continuum microstructure-based models of 
reinforced composites. The microscale is described by a representative volume element (RVE), 
reinforced with embedded fibers and implemented in the finite element method to derive the 
homogenized macroscale response. The behavior of each constituent is described by a nonlinear 
isotropic viscoelastic material model. Microscale features such as axon fiber orientation, distribution 
of axon diameters, and tortuosity are directly included from experimental observations. The model 
is validated by simulating elementary deformations and comparing the homogenized response with 
existing experimental data. Furthermore, a sensitivity study is performed to show the influence of 
mechanical and microstructural model parameters on the tissue-scale response. The proposed 
computational model can improve the accuracy of biomechanical simulations of the human brain in 
both healthy and pathological states by establishing a direct relationship between macroscopic 
behavior and underlying microstructural features. 

Keywords: brain; microscale; fibers; representative volume element; finite element method 

1. Introduction  

The brain is one of the most important and complex organs in the human body. Its structure is highly 
heterogeneous, with fairly dense gray matter regions containing mainly neuronal cell bodies and 
fibrous white matter regions characterized by axons, astrocytes and microglial cells [1]. The 
mechanical behavior of the human brain is typical of a supersoft, highly nonlinear material with 
remarkable time-dependence. To date, a variety of isotropic and anisotropic constitutive models have 
been proposed to characterize the nonlinear macroscale response of the tissue under arbitrary 
loading conditions. However, when these models are developed on purely phenomenological 
formulations, they lack a physical connection to the underlying microstructural composition and often 
require a large number of fitted parameters.  
 

As an alternative, we propose here a continuum micromechanical model, in which the microstructure 
of the tissue is explicitely considered in the formulation. Based on an RVE, the homogenized response 
of the tissue is derived numerically within the finite element (FE) method [2]. The approach proposed 
is applied to the human brain white matter, here schematized as a continuum with embedded axonal 
fibers, and validated through a comparison with experimental data [3]. The aim of this work is to 
demonstrate the correlation between microstructural features accessible by direct observation and 
the mechanical response at the tissue level. This can improve our understanding of the biomechanics 
of the healthy human brain and provide insight into the variations that occur with aging or 
neurodegeneration. 



7th YIC Edition | ECCOMAS Young Investigators Conference 2023 

2. Methods 

White matter RVEs are modeled as cubes with three-dimensional continuum elements, representing 
the ground matrix, and uniaxial truss embedded elements for the axonal fibers. Axons are randomly 
distributed within the RVE without intersection, considering a specific volume fraction and orientation 
according to histological images, in addition to a distribution of axon diameters acquired from 
electron microscopy. The tissue constituents are modeled as isotropic finite strain viscoelastic 
materials. In addition, the constitutive law of axonal fibers is modified to include the tortuosity 
obtained from experimental observations [4] through the concept of recruitment stretch. A no-
compression behavior is specified to account for the fiber buckling. Linear boundary displacements 
are applied to ensure deformation compatibility and the periodic behavior of the RVE. The macroscale 
response is captured by the homogenized stress [3]. 
The FE model is applied to simulate a set of selected elementary loading cases of tension along and 
transverse to the axons and simple shear. First, the mechanical and structural parameters are tuned 
to reproduce experimental results on human corpus callosum and to validate the approach proposed. 
A sensitivity study is then carried out to show the influence of the different parameters. All analyses 
are performed with the commercial software Abaqus using custom Python scripts and a user material 
subroutine. 
3. Results 
Preliminary analyses were performed to test the convergence of the macroscopic response with 
respect to the size of the RVE. We considered four different cube sizes with side lengths ranging 
from 5 to 50 micrometers and approximately 24 to 2900 axonal fibers. As expected, the response 
shows a convergence-like trend with increasing size and the homogenized stress (median) is well 
within the bounds of the experimental data. 
4. Conclusions 
The proposed model is able to capture several microstructural features that characterize the 
mechanical behavior of human white matter. Simulations of experimental tension along and 
tranverse to the axonal fibers indicate an influence of structural anisotropy on the mechanical 
response of the human brain, at least for this highly oriented white matter region. The numerical 
implementation in commercial finite element software makes our approach very attractive for large-
scale simulation of brain biomechanics. 
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Abstract: Extrusion-based bioprinting is an additive manufacturing technique able to produce engineered

tissues through layer-by-layer deposition of viable cells suspended in a biomaterial solution. The printing

mechanism can expose cells to damage induced by stresses that arise during the extrusion process. The

resulting cell damage can severely affect the function of the printed constructs. In order to ensure an

acceptable level of cell damage, specific process variables (e.g., geometry of the extruder and dispensing

pressure) must be properly chosen. Unfortunately, the relationship between bioprinting process variables

and the effectiveness of the final printed structure (e.g., in terms of resolution and cell viability) is governed

by complex and nonlinear mechanisms. Hence, the optimal setting of the printing workflow in laboratory

practice is generally obtained from an expensive and time-consuming trial-and-error procedure. The aim

of this work is to speed-up the definition of optimal printing conditions, thus reducing the cost for their

definition, by summarizing the interrelations between fundamental process variables with a reduced-order

model developed from few detailed numerical simulations. Through this reduced-order model nomograms

are built to provide laboratories with fast graphical calculations that synthesize the complex relationship

between coupled process variables.

Keywords: Extrusion-based bioprinting, Non-Newtonian fluids, FEM, Reduced-order model, Nomograms.

1 Introduction

Extrusion-based bioprinting is an additive manufacturing technique able to produce engi-
neered tissues through layer-by-layer deposition of a bio-ink (viable cells suspended in a
biomaterial solution) [1]. The extrudability of a bio-ink and the corresponding printing
settings are determined by the rheological behaviour, generally shear-thinning.

The printing mechanism can expose cells to damage induced by shear and extensional stresses
that arise during the extrusion process [2,3]. The resulting cell damage can severely reduce
cell viability and affect the function of the printed constructs. In order to maintain stresses
below a threshold value that ensures an acceptable level of cell damage, specific process
variables such as diameter of the needle and dispensing pressure must be properly chosen.
Unfortunately, due to the interplay of mechanical and biological phenomena, the relationship
between bioprinting process variables and the effectiveness of the final bioprinted structure
(e.g., in terms of resolution and cell viability) is governed by complex and nonlinear mecha-
nisms. Hence, the optimal setting of the printing workflow in laboratory practice is generally
obtained from an expensive trial-and-error procedure.

The aim of this work is to speed-up the definition of optimal printing conditions, thus
reducing the cost for their definition, by summarizing the interrelations between fundamental
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process variables through the construction of nomograms.

2 Methods

The approach pursued to simulate the extrusion process is based on the numerical solution
of a fluid-dynamics problem where the bio-ink is modelled as an incompressible viscous
non-Newtonian fluid with shear-thinning flow behaviour. Numerical simulations have been
performed using the finite element method (FEM) with mixed Galerkin formulation. An
appropriate axisymmetric P2P1 triangular element has been implemented.

Numerical results have been employed, together with theoretical considerations, to define
a reduced-order model able to describe the mutual correlation among fundamental process
variables. Through these semi-analytical relationships nomograms are built. For the con-
struction of cell damage isopleths a cell damage law has been introduced on the basis of
experimental data reported in [3].

3 Conclusions

A nomogram, see Figure 1, has been built from the developed reduced-order model. Isopleths
allow to quickly estimate cell damage under different printing conditions.

Figure 1: Nomogram with iso-damage curves built from the developed reduced-order model.
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Abstract: The objective of modern bio-printing techniques is to reproduce the desired target tissue by

extruding a gel containing stem cells into a determined pattern and immersing it in a specific culture envi-

ronment. The cells will feed on the culture nutrients and grow into a specialised tissue array. The applications

of this concept are almost boundless, from patient-specific prosthetics to cultivated meat production, but

particular care must be devoted to the characterisation and control of the stages following the printing

process itself. This work illustrates an advanced modelling strategy of the photon-assisted transformation

of the bio-ink containing the cells into a structured polymer gel, a process occurring shortly after the ejec-

tion form the extruder. The modelling strategy is based on a Finite Element formulation that accounts for

light-activated chemical kinetics, non-linear deformations and heat diffusion.

Keywords: Bioprinting, polymer modelling, FEM, multi-coupled problems

1 Introduction

The background of this research is the controlled production of cultivated meat, which is
possible today drawing on the capability for stem cells to reproduce various type of cells,
including muscle or fat ones [1]. To grow a selected type of tissue, stem cells must firstly be
contained into a hosting structure (construct) and then they must be fed specific nutrients
to trigger cellular differentiation. In this respect, 3D printing is an ideal technique because
it extrudes a semi-viscous material (printing ink, which in this case is called a bio-ink) that
rapidly solidifies (in this case it gels) and is ready for successive manipulation. The basic
idea behind cultivated meat is therefore to build a bio-ink by embedding stem cells into an
hydrogel, print it into a layered construct, and feed it nutrients. After its deposition, the
bio-ink is immersed into CaCl2 and UV light is irradiated onto it. This activates polymerisa-
tion reactions that merge together individual monomers contained in the hydrogel to form
polymer chains, and ultimately brings the newly printed matrix from a viscous melt state to
a gel state. Cross-linking of partial polymer chains into a network of longer polymer chains
is directly related to the viscosity and stiffness of the gelified bio-ink. Control of this process
is of pivotal importance, since cellular motility and nutrient diffusion are greatly affected by
the disposition and orientation of this polymer network.
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2 State-of-the-art and contribution

By and large, the 3D printing process briefly described above is well known but in many
instances it is not yet adequately optimised and the influence of a variety of parameters hin-
der a large-scale production basis. For example, the intensity and direction of the UV light
has no standard protocol [2], so the definition of an optimal disposition of the light sources
can prove essential in minimising the polymerisation times, hence the whole tissue forma-
tion times as a whole. This work intends to ground the choice of selected polymerisation
parameters to a rational basis. To achieve this, the relevant Physics of what happens after
the melted bio-ink is deposited has been represented through multi-physics Finite Element
simulations, where the kinetics of polymer cross-linking has been coupled with finite defor-
mation formulations. Viscoelastic behaviour during polymerisation has also been accounted
for. To deal with the highly non-linear differential equations representing the problem, a
parametrised custom Finite Element variational formulation has been implemented. The
relevant outputs from these simulations, e.g. the time-space maps of the polymer degree
of conversion p(r, t) and bulk modulus Eb(r, t), have served as input data for modelling the
successive phase of cell growth and tissue formation (see the presentation of Gaziano, P. et
al., given in this minisymposium). Figure 1 shows an example of the distribution of light
I(r) within a polymer (treated as a Neo-Hookean medium with no viscoelastic effects) that
causes the conversion of the initially present monomers into polymer chains p(r).

Figure 1: Light intensity attenuation (left) and degree of conversion (right) in a medium where UV lights
activates polymerisation.
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Abstract: The present work addresses the development of a computational model to describe cell motility

in bioprinted scaffolds for tissue engineering applications. Cell migration is treated as an advective/diffusive

process modelled via the phase-field approach. Governing equations of the phase-field model are coupled

with transport equations introduced to model the different chemo-biological mechanisms involved in the pro-

cess, such as scaffold degradation, chemoattractant-induced cell-cell signaling pathways, as well as nutrient

diffusion through the construct and its consumption by cells.
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1 Introduction

Tissue engineering is a rapidly evolving field which has the potential to revolutionize many
fields like medicine, by recreating tissues that can be effectively employed to replace lost or
damaged tissues, or the food sector, by producing in laboratory meat destined for food use
without the need for slaughtering animals [1].

Tissue growth is achievable only if cells are encapsulated within hydrogel scaffolds which
provide them a mechanically supportive environment, at the same time guaranteeing cells
viability by mimicking the extracellular matrix in which they are naturally immersed [1]. Tis-
sue growth within bioprinted scaffolds is the result of a multifactorial process comprising cell
differentiation, cell proliferation and/or migration, extracellular matrix (ECM) production,
production and assembly of ECM and cells in a functional form. In particular, successful
formation of neotissue is strictly related to cell motility, which in turn is dictated by sev-
eral factors, such as: i) spatiotemporal changes of cellular microenvironment due to scaffold
degradation; ii) chemical stimuli induced by other neighbouring cells triggering specific cell-
cell signalling pathways; iii) proper transportation of growth factors, oxygen, nutrients, and
waste in/out of the constructs.

The quality and quantity of the final product can be optimized only by finely tuning all the
relevant variables involved in the process. However, optimization of process parameters is
unlikely to be feasible through trial-and-error approaches, since the nature of the tests would
lead to long lead times and potentially prohibitive costs. Numerical models of cell motility
and tissue growth can be used, as they represent a relatively fast and low-cost alternative
to successfully and effectively simulate in-vitro experiments. With this background, in this
work a novel numerical model is developed with the aim of describing cell motility within
a polymeric scaffold up to the event of mutual adhesion and fusion, considering precursor
muscle cells (myoblasts) and PEG-fibrinogen-based hydrogels as a case study.
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2 Materials and methods

The mathematical description of the afore-introduced mechano-chemo-biological mechanisms
involves chemical reactions and diffusive/advective processes. The problem is tackled by
means of a phase-field description of cell domains, which reformulates the moving boundary
problem of collective cell migration as partial-differential equations defined over a known and
fixed computational domain. [3]. The model accounts for the twofold nature of collective
cell crawling in hydrogels, which consists in the superposition of a directed movement and
many random turnings, resulting in a quasi-Brownian motion called persistent random mo-
tion (PRM) [2]. The directed motion is driven by chemoattractant substances expressed by
neighbouring cells and sensed by membrane proteins (chemotaxis), as well as by variations
of local substrate stiffness (durotaxis). Cell motility is modulated by the uptake of nutrients
consumed by cells, and coupled with the mechanical response of the construct, in turn af-
fected by polymer degradation over time. The previous features have been described through
transport equations for the involved chemical species (nutrient and chemoattractant).

Present multi-field model has been implemented in a numerical framework based on a finite
element (FE) formulation. Customized codes, comprising the implementation of a person-
alized quadrilateral FE with bi-linear isoparametric Lagrange shape functions, have been
developed in Wolfram Mathematica, combining numeric and symbolic strategies.

3 Results and conclusions

Numerical results highlight the role of the nutrient and chemoattractant availability in the
construct, as well as of the interplay between scaffold degradation and tissue growth. The
developed computational framework is a first step towards a predictive tool for tissue growth
in bioprinted scaffolds. The digital twin of the process will be coupled with a sensor platform
based on optic fibers that allows to gain detailed information on the heterogeneous properties
of scaffolds as produced during bioprinting. The integrated in-vitro/in-silico model will be
exploited as an optimization strategy for the culture of bioprinted constructs in bioreactors,
with the aim of maximizing neotissue formation.
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Abstract: In order to elucidate the complex interplay of factors leading to thoracic aortic aneurysm develop-

ment in Marfan syndrome, a multiscale adaptive model is proposed, including a model of cellular regulation

and a model of aortic tissue adaptation. Elastin degradation and the resulting aortic dilatation is predicted

in wildtype mice, untreated Marfan mice and Marfan mice treated with losartan and enalapril. The results

show good correspondence with experimental diameter measurements.

Keywords: Marfan syndrome, Multiscale adaptive model, Thoracic aortic aneurysm, Aorta growth and
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1 Introduction

Marfan syndrome is a connective tissue disorder caused by a mutated fibrillin-1 gene. Its
most life-threatening consequence for affected patients is the development of thoracic aor-
tic aneurysms. There is currently no consensus on the pathophysiological origin of elastin
degradation in the tissue, associated with aortic dilatation. Current hypotheses are related
to AngII signaling, TGFβ signaling and endothelial dysfunction [1]. In order to further eluci-
date the complex interplay of these pathways and their effects at the tissue level, a multiscale
model of the Marfan mouse aorta, including cellular regulation on the one hand, and tissue
adaptation on the other hand, is proposed.

2 Methods

The cell-scale model is a network of protein signaling and gene expression and the tissue-
scale model predicts evolving arterial wall composition. Both models are run alternately,
considering a remodeling period of 240 days or time steps.

At the tissue-scale, a mixture of elastin and collagen is considered. Constant turnover of
collagen is assumed, while elastin is gradually degrading according to ϕ̇elas = −ϕelaskd∆MMP

with ∆MMP =
yMMP−yMMP,WT

yMMP,WT
, and where ϕelas is the fraction of intact elastin, kd is a degra-

dation rate parameter, yMMP is a normalized concentration of elastin-degrading proteinases
and WT refers to a wildtype control. At every time step, mechanical equilibrium is ensured
using Laplace’s law for pressurized cylinders with intraluminal pressure P , inner radius ri

and wall stress σθθ.

The cell-scale model is a network model as shown on figure 1A. Every node in the network
takes a value between 0 and 1 and node interactions are either activatory (green edges) or
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Figure 1: (A) Cell-scale network model. (B) Model inner radii over time compared to experiments [2]. (C)
Model intact elastin fractions over time.

inhibitory (red edges). In order to calculate yMMP , downstream node values are calculated as
the average of their Hill-transformed upstream nodes. As indicated in blue in the figure, the
network takes as inputs yFBN , yWS and yWSS, where yFBN represents the fraction of produced

fibrillin-1, compared to the wildtype case, yWS = 1− σθθ,WT

σθθ
and yWSS =

(
ri,WT

ri

)3

.

Four cases predicting mouse aortic wall adaptation are considered, including a wildtype
control case, and three Marfan mouse cases with 50% fibrillin-1, of which one untreated,
one treated with losartan (inhibition of AT1R) and one treated with enalapril (inhibition of
AngII). Both drugs also are assumed to bring the intraluminal pressure, increased with 15%
in Marfan mice [2], back to the wildtype level. In both treated cases, treatment started at
day 60.

3 Conclusions

Figures 1B and 1C show the results of the four different cases. The model was calibrated to
match experimental results on wildtype and Fbn1C1039G/+ mice [2], as represented with stars
on the figure. As is also observed experimentally, both tested drugs acutely reduce the wall
diameter, while only losartan successfully reduces aneurysm formation on the longer term.
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Abstract: Current industry practice to connect composite structural panels still relies on the extensive 
use of bolted joints. However, due to their anisotropic nature, composite materials joining techniques 
represent a true design challenge, as their behaviour can change with, e.g. layup, material, geometry 
and environmental conditions. For this reason, the behaviour of composite bolted joints has been the 
subject of research studies for many years. Particular focus has been given to in-plane and out-of-plane 
performance of mechanically fastened composites. However, in real-life applications, e.g. for L-
junctions and single lap joints of thin laminates, mechanically fastened joints are subject not only to 
pure bearing or pure pull-through, but have to sustain a combination of both loading scenarios [1,2].  
Here, a novel test rig for determining the failure envelope of composite fastened joints under combined 
bearing and pull-through loading conditions is designed, tested and validated. The proposed device is 
compatible with a standard testing machine and captures the critical interactions between the two 
loading mechanisms for pull-through to bearing ratios ranging from 0.2 up to 0.8, allowing the 
characterization of the behaviour of composite joints under realistic loading scenarios. The multiaxial 
failure envelope for a carbon-fibre-based composite laminate is obtained experimentally and the 
performed tests are shown to fall within the limit values obtained for the pure bearing and pure pull-
through loading conditions, obtained following well-established ASTM standards [3,4]. High-fidelity 
finite element simulations [5] are used to support the validation of the test methodology: the ability of 
the fixture to maintain a constant mixed load ratio during the whole test was numerically confirmed 
and a detailed analysis of the failure modes provided further insights into the main degradation 
mechanisms occurring during the experiments. A very good agreement between the numerical and 
experimental results is obtained for the entire failure envelope, with the numerical predictions falling 
between +-10% relative errors, further validating the constitutive modelling predictive capabilities. 

Keywords: Composite Materials, FEM, Bolted joints, Damage Models 
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Abstract: Nowadays, micromechanical finite element analyses are a well-established technique to 

investigate the early-stage damage mechanisms of composite materials and to predict their 

homogenized mechanical properties. State-of-the-art high-fidelity simulations typically include 

consistent constitutive equations for the fibres and the matrix, the presence of the interfaces and, lately, 

the effect of voids and of the curing process [1]. Less emphasis is typically given to the fibre 

distribution itself [2]. In this work, the focus is given to the definition of a data-driven workflow for 

the generation of statistically equivalent fibre distributions for the simulation of composite systems. 

Unidirectional composites realized with different manufacturing processes are here investigated. More 

in detail, an hand-layup thermoset material cured in the autoclave is compared with a thermoplastic 

system consolidated in the hot press. Micrographs of the cross-section are analysed and the positions 

of fibres identified via digital-image analyses. Local and global statistical spatial descriptors including 

the nearest-neighbour distribution and the nearest-neighbour-orientations are then used for the fiber 

spatial distribution characterization. Statistically equivalent RVEs are then generated using the 

obtained descriptors and their mechanical response under different loading conditions investigated. 

A set of linear elastic analyses is used to identify correlations between the fibre distribution and the 

resulting composite elastic properties. The matrix is then endowed with an elasto-plastic damageable 

model while the cohesive zone model technique is used to reproduce the failure in the fibre/matrix 

interface. The final results point out how different manufacturing processes induce a directionality in 

the microstructure distributions whose effect on the material degradation can not be considered as 

negligible. 

Keywords: Composite Materials, FEM, Statistical distributions, Damage Models 
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Abstract: In this paper, the recently introduced Fragile Points Method (FPM) is extended to study the

static bending and free vibration of Euler-Bernoulli beams. The beam kinematics is based on Euler-Bernoulli

theory and based on assumptions that plane cross-sections of the beam remain plane and perpendicular to

the deformed beam. The salient feature of the FPM is that it is a truly meshless method that employs

simple local point-based polynomial test and trial functions, unlike element-based trial and test functions.

The distinguishing feature is that, unlike the traditional Galerkin framework, the polynomial test and trial

functions are discontinuous (piece-wise continuous over the global domain) that are derived by employing the

generalized finite difference method. Further, as the trial and test functions are discontinuous, the continuity

requirement imposed by the continuous Galerkin framework is circumvented. The discontinuous trial and

test functions lead to inconsistency, to alleviate this, we employ numerical flux corrections inspired by the

discontinuous Galerkin method. The efficiency and robustness of the approach are demonstrated with a few

standard benchmark examples.

Keywords: Discontinuous Galerkin method, Fragile Points Method, Functionally graded material plate,

Continuous Galerkin method, Generalized Finite Difference Method, Numerical Flux Correction
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Universitat Politècnica de Catalunya (UPC)

Terrassa (Barcelona), Spain
e-mail: robert.arcos@upc.edu

†Acoustical and Mechanical Engineering Laboratory (LEAM)
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Abstract: In this paper, a novel two-and-a-half dimensional hybrid singular boundary method-method of

fundamental solutions (2.5D hybrid SBM-MFS) methodology to deal with exterior acoustic wave propagation

problems is proposed and studied. The methodology is mainly developed to solve problems with complex

boundary geometry in where the well-known boundary/geometric singularities of corner and sharp edge types

are included in the boundary. The proposed methodology models the complex parts of the boundary with

the SBM approach using so-called origin intensity factors for arisen singularities of the fundamental solutions

employed, and the smooth parts with the MFS method. The feasibility, validity and accuracy of this hybrid

scheme are tested in the framework of two case studies involving the radiation problems of an infinitely long

pulsating circular cylinder in one case and an infinite pulsating square shape object as second case, in where

the method is assessed and compared with the available analytical solutions, the 2.5D SBM and 2.5D MFS

methods. The detailed comparison performed demonstrates that the 2.5D hybrid SBM-MFS methodology

not only remedies severe numerical instabilities delivered by the 2.5D MFS in complex boundary geometries,

but also significantly enhances the accuracy delivered by the 2.5D SBM.

Keywords: Singular Boundary Method, Method of Fundamental Solutions, 2.5D Modelling, Hybrid Scheme,

Origin Intensity Factor, Acoustic Wave Propagation
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Abstract: The meshless methods, as an alternative to the mesh-based approaches, started to capture

the interest of a broader community of researchers over the last decades. In meshless methods, there is

no inherent reliance on a particular mesh topology, resulting in simpler formulations and computational

implementation procedures of the method. Over the last few years, numerous studies have been carried out

on novel meshless approaches to solve acoustic and elastodynamic problems. The method of fundamental

solution (MFS) and the singular boundary method (SBM) are popular approaches in this category. A

recently developed method that combines the MFS and the SBM for the simulation of two-dimensional (2D)

and two-and-a-half-dimensional (2.5D) problems in acoustics and elastodynamics is deeply studied in the

present work. Studies on the amount of virtual sources with respect to collocation points, the distribution

of MFS and SBM sources or the placement of the MFS sources will be presented. These studies have been

carried out in the context of various benchmark examples accounting for regular and complex geometries,

deeply studying the accuracy, efficiency of the novel hybrid method in comparison with reference analytical

solutions of the addressed problems. From the results obtained, robustness of the hybrid SBM-MFS method

is discussed and guidelines to ensure it are proposed.

Keywords: Numerical simulation, Meshless methods, Wave propagation, MFS, SBM, BEM, ...
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Abstract: This paper proposes a new efficient three-dimensional (3D) building-soil model for predicting low-

amplitude ground-borne vibration of piled structures in radiation and scattering cases. The model accounts

for the Singular Boundary Method (SBM) for computing the half-space reaction. The soil is strongly coupled

with the piled foundation, which is modelled as bars or Euler-Bernoulli beams for accounting for axial and

lateral movements, respectively. The robustness of the model is discussed by comparing, in a three-story

building example, its results with the ones obtained by the 3D FEM-BEM. The comparison reveals that

the robustness and efficiency of the proposed methodology provide accurate results without decreasing its

computational efficiency

Keywords: piled foundation, multi pile, singular boundary method (SBM), meshless method, soil-structure

interaction
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Abstract:  

The particular property of shape memory alloys, as compared to other metals with possible martensitic 

microstructure, is their significantly higher sensitivity of the martensite-austenite phase transformation to 

thermal and mechanical loads. This property offers shape memory alloys special applications in practice. 

However, the behavior of shape memory alloys is difficult to be predicted solely based on experience due to 

their complex behaviour. Consequently, the simulation of shape memory alloy structures is of high importance. 

Taking into account the thermomechanical coupling effect, we present a rate-independent material model 

which allows the determination of the microstructural state in terms of volume fractions of crystallographic 

phases. The material model is based on energetic quantities and is derived by applying the Hamilton principle. 

The model has proven to be accurate and robust, which is demonstrated by simulation results for structural 

devices made of shape memory alloys. 

Keywords: shape memory alloy, phase transformation, thermo-mechanical coupling, variational modelling, 

finite element method 

1. Introduction  

The mechanical behaviour of shape memory alloys dependens on the phase composition of 

the grains. There are several approaches to calculate the volume fractions of martensite and 

austenite in grains. In [1] a robust, accurate and fast material model has been presented. It is 

based solely on energetic quantities, which lead to universal applicability. However, the 

material model is difficult to handle in mathematical terms, so the active set strategy must 

be used which is known to be complex to implement. To solve this open problem, the present 

material model was further developed.   

2. Material model 

To derive the evolution equations of the present material model, we use the principle of the 

minimum of the dissipation potential, as described in [1],[2] and [3]. This principle states 

 ℒ = Ψ̇(𝜺, 𝑇, 𝝀, 𝜶)  +  Δ(�̇�, �̇�) + 𝑐𝑜𝑛𝑠(�̇�, �̇�) → stat
�̇�

 (1) 

The vector �̇� collects the rates of  the internal Variables, which are the rodrigues paramter �̇� 

and the volume fraction of the crystallographic phases �̇�. By evaluation of the stationarity 

conditions of the Lagrangian (1), the evolution equations   

 �̇� = [−
𝜕𝜓

𝜕𝝀
+ (

1

𝑛
∑

𝜕𝜓

𝜕𝜆𝑖
)] 𝜌𝜆 (2) 

 �̇� = [−
𝜕𝜓

𝜕𝜶
+ (

𝜕𝜓

𝜕𝜶
⋅ 𝜶) 𝜶] 𝜌𝛼 (3) 
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can be derived when we chose ∆≔ 𝑟𝜆‖�̇�‖ + 𝑟𝛼‖�̇�‖ with the consistency parameters 𝜌𝜆

∶= ‖�̇�‖ 𝑟𝜆⁄  and 𝜌𝛼 ∶= ‖�̇�‖ 𝑟𝛼⁄ . The model is set when we define a Helmholtz free energy 

function. Here, we chose the following approach, cf. [1], which we expand by a penalty term 

 Ψ =
1

2
(𝜺 − 𝑸𝑻 ⋅ �̅� ⋅ 𝑸) ∶ ℂ̅ ∶ (𝜺 − 𝑸𝑻 ⋅ �̅� ⋅ 𝑸) + ∑

𝜅0

𝜆𝑖
2(𝜆𝑖−1)2 (4) 

The reorientation is described in terms of the rotation matrix 𝑸 = 𝑸(𝜶). Furthermore, the 

volume fractions 𝝀 are expressed by 𝝌 and related by a sigmoid function in order to increase 

the stability of the model. Consequently, the equation (2) can be extended to 

 �̇� = (
𝜕𝝀

𝜕𝝌
)

−1

[−
𝜕𝜓

𝜕𝝀
+ (

1

𝑛
∑

𝜕𝜓

𝜕𝜆𝑖
)] 𝜌𝜆 (5) 

3. Numerical results 

The material model is tested on a stent in Abaqus. In the first step, the representative surface 

is moved in radial direction so that the stent is crimped. In the second step, the displacement 

state of the representative surface is blocked in the radial direction and the temperature of 

the stent is increased from -10 °C to 37.5 °C. The resultant volume fraction distribution of 

the austenite phase is given in Figure 1. 

 
Figure 1: Distribution of the volume fraction of the austenite phase within one quarter of a stent 

In areas exposed to strong tensile and compressive stresses due to bending, the volume 

fraction of the austenite phase is low. Consequently, in the neutral fibre, the volume fraction 

of the austenite phase is high. 

4. Conclusions 

As a result of the described mathematical modifications inequality constraints are no longer 

accounted for as in [1], [2] and [3] and thus, the active set strategy is no longer necessary. 

The numerical simulation results are reasonable and robust, as even the calculation of a 

complex boundary value problem with contact conditions, thermo-mechanical loading and 

large strain energy converges in an Abaqus user material implementation. 
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Abstract: Fibers made from shape memory alloys (SMA) are capable of transforming from a compact to an 
elongated geometry by applying heat. When mixing fresh concrete, fibers with a compact, for e.g. ellipsoidal, 
geometry are added to the fresh concrete, which can improve the rheological properties of fresh concrete 
compared to conventional rod-shaped fiber-reinforced concrete. After activation of the shape memory effect, 
the fibers return to their common rod-like shape and develop their residual flexural strength-increasing effect 
after solidification of the concrete. The imprinted geometry of the SMA fibers significantly influences the 
rheological behavior of the fresh concrete. The rheological properties are investigated in ball probe rheometers. 
It is known that not only the fiber geometry but also the fiber orientation in suspensions significantly determines  
the rheological behavior. However, measurements of fiber suspensions with ball probe rheometers show only 
minimal orientation effects in the 𝑀𝑀-𝛺𝛺 measurement curves, although a temporally extended orientation 
process has been observed visually during the measurements. This contribution investigates the flow of a fiber 
suspension in a ball probe rheometer by numerical simulations to explain how this apparent contradiction 
occurs. The findings can be applied to derive rheological parameters of fresh fiber reinforced concrete from 
measurements in ball probe rheometers. 

Keywords: Concrete rheology, Bingham plastic, fiber orientation, cell model, orientation evolution equation  
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Abstract: Ultra High Performance Concrete is highly dense concrete filled with steel fibers, and well known

for its outstanding mechanical behavior in the civil engineering community. Further improvement is possible

using pre-stretched shape memory alloy fibers instead. They enable introducing an internal prestess state

by activation of the one way effect, which leads to fiber contraction. As a result, there is tension in the

fiber, and largely compression in its proximity if the fiber geometry is chosen properly. For activation, the

fibers need to be heated up until a microstructure transformation from martensite to austenite takes place.

Because heating up large parts is not energy efficient, this is done by an induction heater. The present work

deals with the efficiency of the inductive heating in the above described process. It considers the endothermic

character of the martensite-austenite transformation, geometric and electromagnetic parameters, as well as

an elastomeric fiber coating. The non-isothermal phase transition is modeled empirically, based on data

from Differential Scanning Calorimetry. Parameter studies are performed for an axisymmetric single fiber

case with an induction coil using the Finite-Element-Method.

Keywords: Shape Memory Alloys, Electromagnetism, Differential Scanning Calorimetry, FEM
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Abstract: In this contribution, a large strains multi-scale computational framework is formulated to model
the behaviour of polycrystalline materials under slip plasticity, mechanically-induced martensitic transfor-
mation and intergranular fracture. With this framework, it is possible to study de impact of these lattice
dissipative phenomena on the intergranular crack propagation mechanism.
The so-called transformation-induced plasticity (TRIP) effect, that occurs in the 3rd generation of advanced
high-strength steels (AHSS), increases the strain-hardening capacity of multi-phase steels. Additionally,
previous research on the impact of this effect on the fracture toughness of metallic materials also shows that
the formation of martensite at the crack tip can lead to improved mechanical properties, such as fracture
toughness.
The cohesive zone model is combined with the constitutive model proposed by [1] to model intergranular
fracture in metallic materials that undergo crystal-plasticity-like phenomena, such as slip plasticity and
martensitic transformation. A multi-scale model that relates discontinuous microstructures to a continuous
macroscopic domain is also developed using the method of multi-scale virtual power (MMVP) [2], which
includes micro-cracks and inertial effects in the micro-scale equilibrium problem. Moreover, to homogenise
traction-separation laws and fracture properties, a large strain fracture-based computational homogenisa-
tion procedure is introduced. It is derived from a crack-based Hill-Mandel principle [3] and is capable of
accurately defining the crack domain and compute the crack homogenised quantities.

Keywords: Finite Element Method, Multi-Scale, Crystal Plasticity, Martensitic Transformation, Intergran-
ular Fracture, Method of Multi-Scale Virtual Power.
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Abstract: This work presents a second-order computational homogenisation formulation based on the
Method of Multi-scale Virtual Power [1] for investigating the constitutive behaviour of porous materials.
The macro-scale continuum is described by a second gradient theory and the micro-scale is modelled by
the concept of Representative Volume Element (RVE) with the classical first-order continuum mechanics.
The framework allows the construction of three different sets of micro-scale kinematic constraints: minimal
(lower bound), periodic and direct (upper bound). The kinematic constraints are imposed over the RVE
by the Lagrange multiplier method, and the macroscopic stress tensors can be recovered by expressions
written from the Lagrange multipliers values. An analogous framework was proposed in the context of
composites by Lopes and Pires [2], whose formulation is not suitable for investigating porous media. On
the other hand, the generality of the new formulation allows the consideration of voids inside the RVE and
also on its external contour. More specifically, the strategy presented by Rocha et al. [3] to study voids
on RVE contour in the context of first-order homogenisation was extended to second-order homogenisation.
This approach is interesting for computing the macroscopic constitutive behaviour of solids with higher
strain gradients and high curvatures. In particular, deformations modes involving bending or torsion can
be captured. Furthermore, it is worth mentioning that the developed formulation can be explored in the
numerical simulation of the constitutive behaviour of a wide range of porous solids, for instance, cellular and
lattice structures as well as metamaterials.

Keywords: Second-Order Computational Homogenisation, Finite Strains, Second Gradient Continuum,

Method of Multi-Scale Virtual Power, Porous Solids.
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Abstract: Crystalline microstructures exhibit in general a heterogeneous environment at microscopic length

scales. This entails the request of a (partially) fine discretization to maintain an accurate response for quanti-

ties obtained by computational homogenization approaches using finite elements. An immediate consequence

is the rise of computational costs that is tied to the number of equations that have to be solved for finding

a solution of the boundary value problem under consideration. Contrary, the real quantities of interest fea-

ture still (only) an integral relation over the entire microscopic domain. In this regard, the Virtual Element

Method (VEM) proved to be advantageous by portraying grain-structures with an element-to-grain approach

(one element equals one grain) [1, 2, 3]. This property is provided by its general formulation that allows

for arbitrary shapes, see [4]. The objective of this contribution is to show extensions of the virtual element

formulations to the modelling of such environments under consideration of computational homogenization

approaches.

Keywords: Virtual Element Method (VEM), Crystalline Microstructure, Computational Homogenization

1 Constitutive framework, computational approach and computational homog-
enization

The problem under consideration is a solid domain with a possibly coupled electro-magneto-
mechanical response. It is governed by the Gauss laws of electro-/magneto-statics as well
as the balance of linear momentum in a linearized kinematic framework, following [5], and
reads

div(σ) + f = 0, div(D) = q, div(B) = 0. (1)

Hereby, σ is the stress (tensorial quantity of 2nd order), f is a body force, applied to the solid,
D denotes the vector of electric displacement and B is the magnetic flux density vector. div
is the divergence operator. Following [2], an energetic coupled response function ψ(ε,E,H;a)

is formulated as a quadratic relation in terms of the linearized strain ε and the electric (resp.
magnetic) field E (resp. H). A directional dependent response for the crystallines at the
microstructural level is introduced via a material preferred direction a, see also [5].
Following [4], the construction of the virtual element relies on a split of the primary fields
Ch = Cπ + (Ch − Cπ),Ch = (uh, φh, ϕh), with uh being the displacement and φh (resp. ϕh) being
the electric (resp. magnetic) potential. subscript (·)π denotes a projected quantity. With the
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particular choice for a low order ansatz it follows for the gradients of the projected fields

OCπ|E =
1

‖ΩE‖
∑
F∈E

∑
τ∈F

∫
ΩE

Ch ⊗ ñτdΓF . (2)

Hereby, ΓF denotes the area of the specific face F ∈ E and E denotes the particular virtual
element i.e., the crystalline grain, with VE = ‖ΩE‖ being its volume. ñτ is a generalized unit
normal vector to the triangle τ ∈ F , pointing outwards of E. The approach to homogenization
is based on the fundamental formulation of the generalized Hill-Mandel condition, see [5].
It ties a representative volume element (RVE) to the macroscopic material point XM . The

Figure 1: Schematic illustration of the localitzation of the micro-problem and its homogenization. Macro-
scopic quantities are indicated by (·)M , homogenized fields are summarized in S and G.

solution to the homogenization problem is obtained via sensitivity analysis (see also [6]),
extended to the formulation of virtual elements.

2 Conclusions

Results will turn out the advantage of VEM in a microstructural crystalline framework. VEM
is able to predict accurate response in highly heterogeneous environments [2, 3]. Hereby,
VEM is able to reduces the computational costs in hands with providing an increased flexi-
bility for the discretization of grained microstructures.
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Descriptor-based microstructure characterization and reconstruction – fixed inclusion shapes
vs. free voxel formulation

Paul Seibert, Markus Husert, Alexander Raßloff, Karl Kalina, Markus Kästner
Institute of Solid Mechanics, TU Dresden

Microstructure Characterization and Reconstruction (MCR) allows for (i) generating a plausible 3D
computational  domain  from 2D information  like  a  microscopy  image,  (ii)  generating  a  set  of
statistical  volume  elements  from  a  single  representative  example  and  (iii)  augmenting
microstructure  datasets  by sampling  and interpolating  in  the  descriptor  space  and subsequently
reconstructing the corresponding structures. Two classes of reconstruction algorithms, descriptor-
based  and  machine  learning-based  approaches,  are  distinguished  and  their  advantages  and
disadvantages for computational materials engineering are compared.

After a formulation of the descriptor-based optimization problem, the differentiability of the same
descriptors  is  recognized  as  a  suitable  measure  for  ensuring  high  efficiency  by gradient-based
optimization [1, 2]. Alternatively, restricting the microstructure to a composition of simple shapes
like ellipsoids reduces the dimensionality of the optimization problem. In fact, these measures do
not  stand in  conflict,  but  are  combined by deriving  and harnessing  analytical  formulations  for
different descriptors of non-overlapping ellipsoid distributions as well  as their  derivatives.  This
facilitates  a  geometrically  restricted  but  drastically  accelerated  reconstruction  procedure  that  is
contrasted to the unrestricted voxel-based formulation regarding strengths,  weaknesses and use-
cases.
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Abstract: Full-field predictions of the microscopic heterogeneity of stresses and strains across a polycrystalline 

aggregate may be predicted by implementing crystal plasticity theory either in a finite element code (CPFEM) 

or in a spectral (FFT) solver. When relying on a voxelized grid (or a brick-shaped FE mesh), the geometry of 

the model polycrystal does not conform exactly to the grain boundaries. In this study, an original strategy is 

adopted in order to model the interaction of adjacent grains along grain boundaries in spite of a non-conforming 

mesh. It is shown to predict accurately the GB stresses at a reduced computational cost. 

Keywords: Crystal Plasticity, Element Finite Analysis, Microstructure, Voxel  

1. Introduction 

Ensuring structural integrity of Tungsten components in nuclear fusion reactors, as the ITER 

divertor [1], implies reliable estimates of Fatigue Indicator Parameters (FIPs) [2]. Accurate 

predictions of the stress raisers nearby grain boundaries (GB) may require applying crystal 

plasticity on highly refined FE meshes [3]. It may be tedious to generate meshes that conform 

to the complex geometry of GB networks, and the computational time also quickly increases. 

Different approaches have thus been proposed in order to limit inaccuracies induced by the 

use of a coarse or a non-conforming FE mesh. The method proposed here is suitable also 

when using a spectral (FFT) solver. 

2. Method 

A square periodical domain was meshed uniformly with brick-shaped elements (Fig. 1(b)). 

Then, a microstructure consisting of a periodic Voronoi tessellation of 100 grains was 

immersed [4]. Every element cut by a GB, was modelled as a bicrystal whereas a single 

crystal orientation was considered within every element fully inside a grain. The response of 

the bicrystal was computed by enforcing stress equilibrium and strain compatibility across 

the interface and by minimising the deformation of the two grains [5]. 

3. Results  

The comparison of CPFEM on conforming (Fig. 1(a)) and non-conforming (Fig. 1(b)) 

meshes shows that the same level of accuracy is reached when predicting GB stresses and 

fatigue indicator parameters (FIPs). Moreover, the calculation time was drastically reduced 

with the non-conforming mesh. The average deformation of each bicrystal was somewhat 

closer to the macroscopic strain, which supports the main hypothesis of the ALAMEL 

multisite modelling scheme [5].   
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Figure 1. Microstructure made of 100 Tungsten grains – (a): irregular mesh made of tetrahedrons and 

conforming to GB – (b): regular voxel mesh  

4. Conclusions 

The original approach proposed here predicts accurately GB stresses at a reduced 

computational cost. Ongoing research involves further assessment based on a comparison to 

experimental results. It would be also interesting to investigate the quality of the predictions 

of lattice rotation in the GB region with this new model as grains boundary interactions is 

critical in texture development. 
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Abstract: Cohesive zones were first introduced to simulate the production of cracks caused by interfacial
damage. However, the term is often used in a broader sense to refer to imperfect interfaces governed
by constitutive traction separation laws. In unstructured finite element simulations, cohesive zones are
discretized by specific interface conforming cohesive elements. The discretization of FFT-based methods
is generally non-conforming to the interfaces; hence the classical interface cohesive elements cannot be
employed. In this work, we propose a framework that is a generalization of composite boxels [Keshav, S.
Fritzen, F. Kabel, M. 2022, Kabel, M et al. 2015] for interfacial damage modeling in FFT-based solvers. The
special focus is on gathering the interface metadata from images using a novel image-based algorithm. An
efficient implementation with a particular emphasis on numerical robustness is proposed. Numerical examples
along with traction and stress field statistics comparing the proposed framework with unstructured finite
element simulations are presented.

Keywords: Homogenization, Fast Fourier transform, composite boxel, cohesive zone modeling
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Abstract: The simulative characterization of the creep response of short-fiber reinforced thermoplastics 

(SFRTs) is complex due to the presence of multiple scales, both in space (due to the reinforcements) and in 

time (short- and long-term effects). To reduce the involved effort, computational multiscale approaches may 

be used to characterize these models experimentally. Since the various parameters of the model must be 

identified from experimental data, having proper microstructure and microscopic material models at hand does 

not speed-up the material characterization. In the current work, we perform an inverse parameter optimization 

of the matrix model of a SFRT using Deep Material Networks (DMN) in place of full-field simulations. Due 

to the substantial anisotropy and the extensive time scales involved, we are particularly interested in the long-

term creep response of SFRTs, which presents unique difficulties for both experimental and simulation-based 

techniques. Furthermore, we are interested in a more generalized framework, wherein we use multiple trained 

DMNs to interpolate over different fiber orientation tensors and fiber lengths within the microstructure.  

Keywords: Multiscale methods; Deep material network; Creep loading; Short-fiber reinforced thermoplastics. 

1. Introduction  

On the microstructural level for SFRTs, the matrix and fibers are modeled by separate 

constitutive material laws. We utilize a fully coupled plasticity and creep model for the 

matrix [1]. One approach would be to identify the material parameters based on experiments 

performed on pure matrix material and use the same parameters for FFT-based numerical 

homogenization [2]. This approach leads to inaccurate results since the change in mechanical 

properties of the matrix induced by the manufacturing process are not accounted for in the 

model. A direct and practical way to identify the material properties would be to use the 

experiments performed on the composite. This task would be daunting even if each 

simulation is run using the current state-of-the-art FFT-based computational homogenization 

[2]. It is particularly time-consuming when a large number of iterative cycles are involved. 

We suggest an alternative approach where we replace the micromechanical model with the 

deep material networks (DMN) [3,4,5], which is a data-driven homogenization technique. 

The DMNs can reproduce the highly non-linear creep models and offers a speed-up factor 

of 600 on average when compared to full-field simulations [6].  

2. Calibration of coupled plasticity and creep law 

2.1. Comparison with experiments for a single microstructure 

The elastic, plastic and creep parameters are inversely identified using a DMN-based 

optimization subroutine for a representative microstructure [1]. The DMN simulations using the 

identified parameters are compared with the experimental results under creep loading in Fig. 1. 
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Fig. 1 shows that the overall elasto-plastic and creep response is well represented considering 

the range of stresses and time scales involved.  

 

 

Figure 1. Experimental and simulation results with inversely identified parameters for creep loading. 

2.2. Generalized framework for multiple microstructures  

The extension of the inverse calibration workflow towards different materials involves the 

data generation and training of the DMN for each microstructure. We aim to circumvent this 

time consuming approach by interpolating over the two main variable parameters of the 

microstructural arrangement: fiber orientation tensor and fiber length. Several DMNs are 

trained over the interpolation space and a generalized material response for all 

microstructures within the space is obtained. 

3. Conclusions                                           

In this work, the inverse problem was solved using the DMN framework, and the 

experiments on the composite were utilized to determine the parameters for the constitutive 

model of the polymer matrix (in our instance, a fully coupled plasticity-creep law). We 

demonstrated that such a method can accurately describe the anisotropic response of the 

composite and accurately identify the material parameters of the matrix from the composite 

experiments. The interpolation over fiber orientation and fiber length makes the framework 

suitable for the calibration of various material models for different classes of SFRTs. 
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The resulting strength and ductility of composite materials depends on the interplay between mechanisms
operating at different length scales. As a result, prominent size effects – typically connected to the size of
the reinforcements – are encountered in experiments. For instance, in particle reinforced metal matrix
composites, it has been observed an increase in strength with decreasing particle size at a constant volume
fraction of the reinforcement. In addition to that, the size of the particles influences the ductility of the
composite material, although in this case bigger particles can increase or decrease the ductility depending
on the dominant damage mechanism.

The numerical simulation of such size effects require the implementation of non-local mechanical models
incorporating combined inelastic and damage theories. It this contribution, we present a non-local micro
mechanical model based on (i) the incorporation of a lower-order strain gradient plasticity model and (ii)
the application of an implicit gradient regularization technique to the Gurson-Tvergaard-Needleman ductile
damage model for metals. Such an extended model is equipped with two length-scale parameters, one for
each non-local extension, which modulate the size dependent character of the formulation.

The resulting model is a non-conventional mechanical problem consisting of three coupled partial dif-
ferential equations. This problem is numerically solved via a purposely developed staggered algorithm that
exploits the sequential usage of FFT-Galerkin and conjugate gradient based solvers. The resulting approach
is robust and efficient allowing for the simulation of complex three dimensional micromechanical problems
with millions of voxels and different phases. The numerical results show that the employed non-local ex-
tension of damage successfully suppresses the spurious grid dependence typical of (local) damage models.
Moreover, the combined effect of damage and strain gradient plasticity is analyzed in the simulated size
dependent homogenized response of such composites.
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Abstract: Corrosion-driven fracture in cementitious materials is a multi-scale and multi-physics problem.

The mechanisms such as ionic diffusion, precipitation and stress development occur within the micropores

of cementitious material. The micropores in cementitious material are highly complex and fractal. As

a result, the study of corrosion-driven fracture relies heavily on approximating pore space and structure.

This paper presents an FFT-based framework for solving corrosion-driven fractures within a fractal porous

media, thus preserving pore shape and form. We show the capability of the FFT-based spectral method to

resolve the multiple corrosion-driven mechanisms within a fractal porous microstructure. We analyze how

approximating a fractal pore space influence different mechanisms and, consequently, the corrosion-driven

fracture. Our results show the significance of persevering the pore shape as it affects the crack initiation and

propagation and, therefore, the overall stresses developed within a microstructure.

Keywords: Corrosion-driven fracture, FFT-based approach, Ionic diffusion, Phase-field model

1 Introduction

Corrosion of reinforcement bars in concrete plays a significant role in determining a struc-
ture’s durability and serviceability lifetime [1]. Corrosive species (Fe2+, OH– ) diffuse through
the pore space of cementitious material and chemically react to form corrosion products
(Fe(OH)2, Fe(OH)3) within the pore space. These precipitates grow within the confined pore
space and exert pressure on the solid phase, which leads to fracture initiation and, ultimately,
to a structure’s deterioration. Therefore, the pore structure and the pore space in cementi-
tious material play a crucial role from the initiation of corrosion until the crack nucleation.
Due to the complex nature of the pore structure in cementitious material: pore sizes range
from nanometers to micrometres, and the fractal nature of pores, approaches proposed in
the literature usually simplify the complex pore space to overcome computational difficulties.
Either with the representation of fractal volumes or with the simulation of processes within
fractal spaces. Therefore, the pore characteristics’ influence on corrosion-driven mechanisms
is inadequately understood. In this paper, we present an FFT-based spectral integral frame-
work [2] to simulate various corrosion-driven mechanisms: ionic diffusion, stress development
due to the growth of precipitates, and internal cracking. We use the proposed framework to
characterize the influence of pore spaces’ fractal nature on corrosion-driven fracture initiation
within a microstructure.
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2 Methods

We present a Fourier-based framework to simulate the ionic diffusion within the pore space of
a microstructure and couple it with thermodynamic modelling of chemical reactions to quan-
tify the precipitate formation and, consequently, porosity decrease. We employ a phase-field
approach within the FFT framework to simulate crack initiation and propagation. A diffused
representation of crack allows characterization of how a micro-structure evolves (change in
porosity) due to internal cracking. Finally, we employ an FE-FFT-based multiscale approach
to upscale the microscale mechanisms, such as ionic diffusion, precipitate growth and crack
initiation, to the macroscale.

3 Results

We analyze in depth the differences that arise in corrosion-driven mechanisms due to ap-
proximating a fractal space as Euclidean space, such as cylinders or spheres. We show that
preserving the pore shape is crucial. Approximating a fractal pore shape with Euclidean
shapes, as done in multiscale modelling and homogenization approaches [3], leads to differ-
ences in the diffusion of ions and the rate at which precipitates grow within a microstructure.
We show that even if total porosity is preserved in the approximation of fractal pore space,
as usually done in multiscale approaches, the differences arise in how the stresses develop
locally within a micro-structure, which significantly affects the failure stress as well as the
post-failure mechanisms within a microstructure.

4 Conclusions

We present an FFT-based spectral integral framework for corrosion-driven processes (e.g.,
diffusion and mechanical) that is computationally efficient, and its extension to a multiscale
approach is straightforward. We show the significance of the fractal nature of pores and how
its approximation underestimates various physical mechanisms. The present framework,
along with the insights from this study, thus can be used to understand better the role
of the fractal nature of pore spaces, an aspect often neglected or crudely approximated,
on corrosion-driven mechanisms and similar multi-physical mechanisms in the cementitious
material.
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Abstract:

In Li-ion batteries various multiphysics processes occur on multiple length scales. A promising new type
of battery is the structural battery which stores energy as well as it bears mechanical loads, allowing for
significant mass savings. In this case, the interaction of the mechanical properties and the electro-chemical
processes is of particular interest. One crucial aspect is the swelling of the electrode material due to lithium
storage during dis/charging.

In a structural battery realized as a carbon fiber reinforced polymer, the positive electrode can be designed
as a fiber coating. Such an electrode material typically consists of particles embedded in a porous binder
matrix filled with an electrolyte. For this type of material, we aim at developing a model describing the
chemo-mechanical coupling mechanisms.

To date, no 3D imaging data is available. Therefore, microstructures investigated in this study have been
generated artificially as stochastically representative volume elements. The concept of variationally consistent
computational homogenization is applied to investigate the processes across the scales. The base for our work
is a linearized chemo-mechanical model which will be extended to account for reaction kinetics on the particle
surfaces. From the fine-scale model, a two-scale problem is derived by applying first order homogenization.

Keywords: Li-ion battery, variationally consistent computational homogenization, chemo-mechanical cou-
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ETH Zürich

Zurich, Switzerland
e-mail: kkraschewski@ethz.ch

† Divison of Engineering and Applied Science
California Institute of Technology

Pasadena, United States of America
e-mail: gphlipot@caltech.edu

Abstract: With the progress of advanced additive manufacturing techniques, fabricated periodic truss

lattices may contain millions of periodically arranged unit cells (UCs). Given the ongoing up-scaling of

manufacturing processes, the prediction of the robustness of the macroscale response in the presence of

imperfections, e.g., pre-cracks, is crucial. To predict the mechanical response of large structures, continuum

finite element simulations are too costly, so that homogenization becomes the method of choice. Classical

hierarchical homogenization techniques rely on the assumption of a separation of scales. When the separation

of scales breaks down, e.g., in the case of fracture mechanics, such techniques fail. Therefore, we present a

concurrent multiscale technique, viz. a fully-nonlocal quasicontinuum (QC) multi-lattice formulation based

on a conforming mesh. Our QC formulation is applied to trusses described by a linear elastic, geometrically

nonlinear corotational beam representation, which captures significant nonlinearity and localization effects in

fully-resolved regions, while efficiently treating the remaining simulation domain through a coarse-graining

technique. We show that our method can efficiently predict the fracture toughness of truss lattices, while

using a fraction of the computational resources of comparable fully-resolved simulations.

Keywords: Metamaterial, Multiscale modelling, Homogenization, Finite elements, Fracture

1 Introduction

The fracture of linear elastic continua is well-characterized by the toughness KIC . However,
recent studies suggest that this is not necessarily the case for 3D mechanical metamaterials
[1], even in the linear regime. It was shown that not only the crack size but also the
triaxiality affect the fracture toughness. They further showed that the effect of the triaxiality
and the number of unit cells over the crack flank can be captured via a single paramater,
which is related to the T-stresses. These observations suggest that the commonly reported
metamaterial scaling laws of the form

KIC

σf

√
l
= Dρ̄d, (1)

with σf and ρ̄ being the failure stress and relative density, respectively, are insufficient to
characterize fracture in 3D truss-based metamaterials. To investigate, among others, fracture
in periodic trusses, we extend a concurrent multiscale technique, known as the fully-nonlocal
quasicontinuum (QC) multi-lattice formulation on a conforming mesh [2].
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2 The Mixed-Order Quasicontinuum Method

We consider periodic truss lattices Ω = {P, E}, which consist of sets of beam junctions P (in
the following referred to as nodes) and truss members E. The truss lattices are constructed
by repeating a unit cell (UC) along predefined directions. We collect all degrees of freedom
(DOFs) of a UC at location Xi in a vector φ̃ (Xi) =

[
φ1 (Xi) , . . . ,φ

nB (Xi)
]
, with φj (Xi) being

the vector of generalized DOFs of node j within a UC and nB being the number of nodes
of truss members only connecting nodes within UCs. To reduce computational costs, we
approximate the DOFs of Ω by a reduced subset and approximate the total potential energy
similarly to a quadrature rule. Therefore, we choose Nrep representative unit cells (RepUCs,
with Nrep ≪ N , where N is the total number of UCs in the lattice) and apply an interpolation
scheme for the remaining set. We further introduce a sampling rule to approximate the total
potential energy, which is based on a weighted sum of the strain energy densities Ws over Ns

sampling UCs. This is summarized by

φ̃ (Xu) ≈
Nrep∑
r=1

Nr (Xu) φ̃r, I (φ) ≈
Ns∑
s=1

ωsWs(φ̃)− Ls (φ̃) . (2)

Here, Nr (Xu) and φr are the shape functions evaluated at UC locations Xu and the DOFs of
the RepUCs, respectively. This representation allows us to define a fully-resolved region, i.e.,
every UC is a RepUC and a sampling UC, where we recover the accuracy of fully discrete
calculations, while coarse-graining is achieved by selecting only a few RepUCs. Previous
studies [2] suggest that using first-order interpolation results in an overestimation of the
energy densities for bending-dominated lattices, such as the hexagon, due to overconstraining
the lattice. Therefore, we extend the method of Phlipot and Kochmann [2] to include
higher-order interpolation in coarse-grained regions, while keeping the simplicity of first-
order elements in the fully-resolved regions.

3 Conclusions

We present an efficient multiscale framework to investigate fracture in periodic truss-based
metamterials. The method is equivalent to a fully-discrete calculation in some regions, e.g.,
near the crack flank, where every UC is also a RepUC, but is efficient in coarse-grained
regions. Results include the fracture toughness of a variety of stretching- and bending-
dominated truss lattices.
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Abstract: Multiscale modelling refers to an approach in which analysis of the material is conducted at one 

length scale but the outcomes of the analysis are referent to several properties of the material at another length 

scale. 

The use of numerical homogenization techniques allows for significant savings in computational time. Often 

in composites it is not necessary and inneficient to model the entirity of the structure of the composite. Instead, 

only a representative region is chosen to model all the consitutents of the composite.  

This approach can be extended to lattice materials, by simplifying the assumption, where the composite 

presents two or more phases (fiber and matrix), and the lattice will only present one phase, being the rest a void 

phase. The mechanical properties of the lattice material are given as a function of their relative density.  

This work evaluates the elastic and plastic properties of two cellular structures based on TPMS, the gyroid and 

the primitive surface. The study allowed to obtain correlations for the relative Young's modulus and relative 

yield stress as a function of the relative density which correlated well to experimental data found in the 

literature. 
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Abstract: The PC/ABS polymer blend is one of the most successful commercial polymer blends, 
finding its main applications in the automotive sector and consumer electronics. The relevance of 
this blend lies in the combination of both the excellent thermal and mechanical properties of 
polycarbonate (PC), and the toughness of acrylonitrile-butadiene-styrene (ABS) – itself a binary 
blend of styrene-acrylonitrile (SAN) and polybutadiene (rubber). 

Depending on the loading conditions and the morphology of the blend, different deformation 
mechanisms control the response of the material. Among these deformation mechanisms, one can 
highlight the internal particle cavitation of the rubber particles and the debonding at the interface 
between the PC matrix and ABS particles [1]. As an alternative to the continuum modeling of such 
phenomena, often based on phenomenological assumptions, multi-scale modeling based on 
computational homogenization arises as an effective way to predict the thermomechanical response 
of these blends. Besides the proper establishment of a representative volume element and the 
constitutive description of both material phases, it is expected that accounting for the explicit 
modeling of the PC/ABS interfaces is crucial to achieve accurate predictions. 

In the present contribution, a microstructure generator program is developed to efficiently generate 
the PC/ABS representative volume elements incorporating interface elements around the ABS 
particles. The PPR potential-based cohesive model [2] is selected to characterize the behavior of the 
interface elements, and the homogenized thermomechanical response of the PC/ABS blends is 
inferred through first-order hierarchical multiscale analyses based on computational homogenization. 
Several numerical analyses are conducted to assess the influence of explicitly accounting for the 
interface phase in the blend’s microstructure effective response. 

Keywords: Multi-scale modeling, PC/ABS polymer blends, Interfaces, Microstructure generation, 
Finite element analyses 
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Abstract: Loading of crystalline structural materials during service usually involves interactions between

multiple physical phenomena which influence the material microstructure and properties. Understanding the

connection between loading conditions, microstructure, and material properties is a labour intensive process.

Computer simulations are therefore used to understand and predict the microstructure-property relationships

across multiple length scales by modelling the phenomenon of interest and solving it using advanced numerical

methods. In this work, we present a model to study hydrogen-assisted grain boundary fracture. It involves the

coupling of diffusion (chemistry), mechanics and phase field damage at the microstructural scale. Complexity

arises due to the different time and length scales associated with solute diffusion and the fracture process.

Therefore, a modelling and solving strategy is introduced to study such coupled multi-scale phenomenon.

The model is implemented in Düsseldorf Advanced Material Simulation Kit (DAMASK), an open source,

multi-physics crystal plasticity software, with the capability and flexibility to perform and analyze complex

multi-field simulations. Its modular structure allows for solving of different field equations, for example,

mechanical, thermal, damage diffusion equations using solvers provided by the PETSc numerical library.

Keywords: hydrogen, grain-boundary fracture, multi-physics, multi-scale, open-source software.
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Abstract: To reduce the effort of characterizing heterogeneous materials experimentally, computational

homogenization approaches are frequently used. Particularly effective are approaches based on the fast

Fourier transform (FFT), which use FFT to evaluate a constant-coefficient preconditioner. In the work at

hand, we exploit using the Tensor Train (TT) format to efficiently store the preconditioner without relying

upon FFT. Such an approach enables us to treat different boundary conditions than periodic.

Keywords: Computational Homogenization, Multi-scale Materials, Low-rank Methods

1 State of the Art

Fast Fourier Transform (FFT)-based homogenization methods allow to compute the effective
properties of a microstructure swiftly. Periodic boundary conditions are intrinsic to FFT-
based solution methods, such as the classic approach by Moulinec and Suquet [1]. Periodic
boundary conditions provide a middle-ground between the overestimation of the effective
properties by Dirichlet boundary conditions and the underestimation of the properties by
Neumann boundary conditions, as realized by Hill [2] in the 1960’s and corroborated later
on. Handling other boundary conditions requires some additional effort for FFT-based solu-
tion methods. Dirichlet, Neumann and periodic boundary conditions were studied for finite
element discretizations, by using subdomains of an periodic FFT-based solution field, or by
a Discrete Cosine (DCT) or Discrete Sine Transform (DST) [3]. For the case of periodic
boundary conditions, a multitude of discretization schemes were proposed and to solve the
discrete system of equations, various solution methods were explored. The pioneering solu-
tion method was the so-called Basic Scheme [1] which can be interpreted as a preconditioned
gradient descent scheme [4]. We refer to the review [5] for further insight into discretization
schemes and solution methods.

On regular grids, many entries of the differential operators for finite differences are redundant.
Additionally, the arrays succumb to the curse of dimensionality where the number of array
entries grows exponentially in the dimension. A low-rank method, known as the matrix
product state in quantum physics, is the tensor train (TT) format, introduced by Oseledets
[6]. The TT format has certain benefits over other low-rank formats such as the possibility
of performing algebraic operations while keeping the result in a low-rank format. As certain
algebraic operations – while retaining the TT format – increase the TT ranks, the TT format
allows for an efficient recompression of the TT tensors [6]. The effectiveness of applying this
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approach to real-world problems with low dimension d = 2, 3 – such as problems of numerical
homogenization – can be increased significantly by employing the so-called quantics tensor
train [7] format. The low-rank approximation of the inverse of the Laplacian was studied for
stochastic homogenization [8].

2 Contributions

In the work at hand, we assess the effectiveness of a low-rank TT-based preconditoner [8] for
various boundary conditions in numerical homogenization of heat conduction using a finite
difference discretization on large-scale microstructures. By inversion of the multidimensional
Laplacian via the TT format, we obtain Green’s operator as a preconditioner for the accel-
erated gradient descent scheme used to solve the Lippmann-Schwinger equation. Different
(mixed) boundary conditions are treated naturally within this framework by adjusting the
used preconditioner. We compare our results against results obtained by application of the
conventional preconditioner using the Fourier transform. Additionally, we assess the con-
vergence and the performance of the TT-based preconditioner and highlight the advantages
and disadvantages of this novel approach.
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Abstract: Metamaterials derive their constitutive behaviour from a carefully designed microstructural ge-

ometry, which in the case of pattern-transforming mechanical metamaterials can undergo significant changes

during loading. Computational homogenization is a way to capture the effective metamaterial’s response

without resorting to a macroscopic model with fully resolved microstructural details; yet the computational

cost of this approach remains high.

Reduced-order modelling is a successful strategy for reducing computational time of problems with low-

dimensional parameterisation (such as the first-order homogenization); however, the solution manifold of

pattern-transforming microstructures cannot be easily covered by a linear subspace of reduced modes mainly

due to the presence of several buckling modes.

We propose a reduced-order modelling scheme that builds on local reduced bases and capitalizes on a specific

structure of the metamaterial’s Representative Volume Elements (RVEs). First, we perform polar decompo-

sition and solve the underlying Boundary Value Problem for a macroscopic right stretch tensor UM instead of

the macroscopic deformation gradient FM. Next, we utilize RVE symmetries and transform the right stretch

tensor UM such that it follows a selected symmetric part of the RVE. Note that this step also significantly

reduces the offline training phase. Finally, we distinguish local states bases on whether the microstructure

remains in the original configuration or any of the patterns has been triggered. We utilize a classifier based

on a neural-network to predict which of the local bases should be chosen given the prescribed UM. To further

accelerate the calculations, we supplement the reduced basis with optimized quadrature rules.

We illustrate the proposed scheme and report its efficiency for macroscale simulations of metamaterials

composed of square and hexagonal arrangements of circular holes.

Keywords: Mechanical metamaterials, Computational homogenization, Reduced-order modelling, Local

bases
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Abstract: Numerous studies concerning the crushing of honeycombs have shown that the symmetry of

the structure has a determining role in the generation of patterns after bifurcation. As of today, the post-

bifurcating patterns are obtained by solving the equilibrium equations for the specific loading condition

of the problem. In this work, we make use of the symmetries of the structure by presenting a group-

theoretic approach to develop a method capable of predicting the post-bifurcated patterns attainable by 2D

architectured lattice materials.

Keywords: Architectured materials, pattern generation, bifurcation, symmetry groups

1 Introduction

Since the 1980s, extensive numerical, theoretical and experimental studies on hexagonal
honeycombs under in-plane compression have shown that the structure can exhibit multiple
post-buckling patterns, depending on the boundary conditions it is subject to.Furthermore,
the symmetry of the structure plays a decisive role on the emergence of buckled patterns in
its post-bifurcated configurations [1].

Findings from group [1] have determined that symmetry plays a decisive role in the emergence
of these patterns. Therefore, group theory is used to determine the post-bifurcated paths of
the material under compression, by helping solve the system’s governing equations [2]. In
this work, we present a new method which depends only on the symmetry of the structure
to predict the patterns of post-bifurcated architectured materials.

2 Method

For regular hexagonal honeycombs, the bifurcation mechanisms can therefore be assessed
by studying the symmetry of its representative surface element: D6 ⋉ (Z2 × Z2) [3]. After
computing the irreducible representations of this symmetry group, we determine its maximal
isotropy subgroups, which are candidates for the symmetry groups of bifurcated solutions. To
conclude on the existence of a solution, we use the Equivariant Branching Lemma (EBL) [4]
on each of the candidates to conclude if the bifurcations can take place. Once the symmetries
have been identified, we mesh our representative surface with beam elements and constrain
the displacements of its nodes using the symmetries found with the EBL.
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3 Results

The method was validated using the numerical and experimental results from the literature
(see figure 2). We obtain the following :

Figure 1: Results obtained using the method explained in the previous section. (a) Mode I, (c) Mode II,
(e) Mode III, from [1]. (b) Mode I, (d) Mode II, (f) Mode III, results obtained using our method.

4 Conclusion

We have developed a method to predict the possible patterns of post-bifurcated honeycombs.
So far the results we obtain are identical to those found experimentally, numerically and
theoretically in the literature. This method being based on group theory, it can be extended
to any other symmetry group.
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Abstract: Flexible and soft mechanical metamaterials with artificially designed microstruc-
tures have attracted attention due to their unusual and tunable properties with applications
in, e.g., soft robotics and energy harvesting. Moreover, the interest in such materials has been
increased hand in hand with the progress in additive manufacturing, enabling the fabrication
of the designed microstructures.

The classical mechanical metamaterials include, e.g., auxetic (negative Poisson’s ratio) meta-
materials [1], metamaterials with vanishing shear modulus, and topological metamaterials
[2]. Another exciting group of metamaterials consists of the so-called programmable ma-
terials whose properties can be switched by external stimuli. To achieve such a behavior,
we propose an architected hexagonal lattice with an additional internal contact mechanism.
Careful design and rearrangement of the underlying contact mechanism lead to tunable
stiffness, which can be adapted to a specific application.

The design of the proposed metamaterial relies upon a robust and efficient computational
tool. The development of such a tool is challenging mainly due to the internal contact
and large deformations of the lattice with a possibility to develop instabilities. Therefore,
the adopted computational method is based on the recently proposed geometrically exact
beam element [3]. Moreover, the element formulation is extended to incorporate the contact
internally, leading to a very efficient formulation.

Keywords: Metamaterial, Hexagonal Lattice, Internal Contact, Geometrically Nonlinear
Beam Element
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Abstract: Mechanical metamaterials feature an artificially designed microstructure result-
ing in specific macrostructural mechanical behavior [1]. Active metamaterials [2] can change
their properties without change in geometry, for example, by pneumatic actuation [3, 4].
Pattern-forming metamaterials are two-dimensional polymer sheets that change their macro-
scopic properties due to internal instability [5, 6, 7]. We propose to unify these concepts in
a two-dimensional square lattice metamaterial whose macroscopic stiffness under compres-
sion can be repeatedly tuned by pressure actuation. First, we test the idea and determine
an expected range of the resulting stiffness using a microstructure in which the different
wavelengths are predetermined by its initial geometry. We perform computational tests on a
finite element RVE model and find the expected effect in line with our predictions. We then
transition to a pneumatically actuated microstructure with switchable stiffness triggered by
changing air pressure in the voids of the square lattice while still retaining the same ini-
tial geometry. Based on systematic computational testing, we find the concept feasible, yet
still not entirely fulfilling the initial promise. Design drawbacks are identified, namely the
presence of transversal material ligaments posing a problem to fully developing the desired
pressurized shape. We develop more complicated microstructure designs to show how the
concept could be improved.

Keywords: Mechanical Metamaterial, Pneumatic Actuation, Active Metamaterial, Switch-
able Stiffness
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Abstract: We propose a projection-based model order reduction procedure for the aging of large prestressed

concrete structures. Our work is motivated by applications in the nuclear industry, particularly in the

analysis of containment buildings. Such numerical simulations involve a multi-modeling approach: a three-

dimensional nonlinear rheological model is used for the concrete, and prestressing cables are described by a

one-dimensional elastic behavior. We develop an adaptive algorithm based on a POD-Greedy strategy driven

by a cost-efficient error indicator. We develop an hyper-reduction strategy using an element-wise empirical

quadrature in order to speed-up online assembly costs. We provide numerical results on a stantard section

of a double-walled containment building.

Keywords: parametrized partial differential equations, model order reduction, hyperreduction, creep, pre-

stressed concrete

1 Context

Numerical simulations provide a key decision-making tool for engineers in the scope of indus-
trial projects. Within the framework of engineering studies in the nuclear industry, the ageing
of containment buildings is a key research topic. The behavior of heterogeneous and porous
concrete is governed by complex thermo-activated phenomena. Since the decoupling of the
physical mechanisms involved is valid for large structures under normal operating loads, a
weak thermo-hydro-mechanical (THM [1]) coupling procedure is considered to model the
deferred deformations within the material. However, engineers might need to repeat numer-
ical simulations for slightly different configurations in order to assess the mechanical state of
the material. The high-computational costs of the high-fidelity (HF) procedure is a barrier
to using efficiently parametric (many-queery) studies. We provide an intrusive parametric
model order reduction (pMOR) for those prestressed concrete structure to circumvent this
issue.
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2 Projection-based ROM for nonlinear mechanics

2.1 HF prestressed concrete modeling

We consider small-strain small displacements problems, and we consider a three-dimensional
domain divided in one subdomain for the concrete and another for the steel cables. We
deal with a multi-modeling framework, where a non-linear model (rheological creep model)
is adopted for the concrete, and the prestressing cables are described by a one-dimensional
linear elastic behavior modelisation. A kinematic linkage is performed in order to connect
the concrete nodes and the steel nodes: a point within the steel and its coincident point in
the concrete are assumed to have the same displacement.

2.2 Projection-based ROM and adaptive strategy

We implement an hyper-reduced ROM based on a qualified and broadly-used industrial
grade finite element solver for structural mechanics (code aster [2]). Our numerical strategy
relies on a Galerkin projection method. The reduced order basis computed through Proper
Orthgonal Decomposition (POD [3]) thanks to previsously computed HF snapshots. The
non-linearity of the operator entails that the computational cost of the ROM assembly
scales with the size of the HF model. We develop an hyper-reduction strategy based on
empirical quadrature (EQ) to bypass this computational bottleneck: our approach relies on
the construction of a reduced mesh (Figure (1)) to speed up online assembly costs of the ROM.
We choose to use a re-weighting of the mesh elements [5], thanks to the Energy-Conserving
Sampling and Weighting method (ECSW [6]).

(a) HF mesh (b) Example of a hyper-reduced mesh

Figure 1: Examples of meshes of standard section: (a) HF case; (b) reduced case

We develop an adaptive algorithm, based on a POD-Greedy procedure which iteratively
explores the parameter domain to identify poorly approximated configurations and enrich
the ROM in order to better approximate the parametric manifold. Moreover, we introduce
a cost-efficient error indicator correlated to the approximation error, which can be thus used
to drive the Greedy procedure.
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3 Conclusions and Perspectives

Our first numerical results display an efficiency of the model reduction process implemented.
The model reduction and the hyper-reduction procedure used brings interesting results on
speedups, even on a relatively coarse mesh, while keeping good approximation errors on
the variables of interest. The work still needs to be extended by testing more parametric
problems, and on larger mesh sizes, in order to evaluate the performance of our reduction
methodology. A prospect of this work is the application of this approach to the design of a
surrogate model for inverse problems.
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∗École Polytechnique Fédérale de Lausanne, Switzerland
†e-mail: dimitri.goutaudier@gmail.com

Abstract: The hybrid twin paradigm, which involves using physics-based surrogate mod-
els that incorporate sensor data to improve predictions, is gaining increasing attention in
engineering applications [2]. In this study, we present the first steps towards developing
a hybrid twin of a gas bearings supported rotor. Unlike traditional ball bearings that use
mechanical contact, the rotor is here supported by an aerodynamic force which is generated
by pressurized gas flowing through the bearing [1]. This technology requires extremely high
rotation speeds with tight clearances, making model-assisted operations of such dynamical
systems very challenging. We propose a projection-based parametric Reduced Order Model
(pROM) that can perform fast and physically interpretable simulations of the system. The
pROM is constructed by projecting the governing equations onto a low-dimensional subspace
spanned by a reduced basis computed with the Proper Orthogonal Decomposition (POD) [3].
The nonlinear terms are handled with the Discrete Empirical Interpolation Method (DEIM),
which is a sparse sampling technique [4]. We then explore different approaches for adapting
online the pROM for changes in the system’s parameters, including reduced bases interpola-
tion techniques [5] and low-rank updates [6]. Interpolation techniques allow to compute new
reduced bases from the available ones, while low-rank updating techniques use synthetic or
measured data to update the reduced bases. The developed pROM is then applied to a shock
identification problem. In some applications, a turbomachinery may indeed experience sud-
den dynamical loadings, which can perturb the rotor orbits and ultimately lead to damages.
We then propose an inverse method to identify the shock parameters from measurements
of the rotor orbits in the two bearings. The proposed approach shows great potential for
model-assisted monitoring and control of the rotor. However, further research is needed to
address the real-time constraint for industrial applications.

Keywords: parametric Model Order Reduction (pMOR), reduced basis adaptation, pa-
rameters identification, gas bearings, dynamical systems
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Abstract: Ultrasonic Guided Waves (UGWs) boast the ability to detect small defects due to their short

wavelength. This enables flaw detection at an early stage. In order to bestow a Structural Health Monitoring

(SHM) system with flaw localization potential it is advantageous to fuse measured UGW data with physics-

based models. These models can accomplish a forward simulation of the UGW behaviour. As the forward

simulation of UGW propagation requires fine discretization in space and time, such simulations are typically

computationally prohibitive. This points to the need for efficient forward simulations, which can feed inverse

schemes that require multiple forward simulations.

This contribution uses the Spectral Element Method (SEM) in the time domain and combines it with an

efficient, mesh-independent feature to introduce flaws to the structure. Next, two different inverse algorithms

are tested in terms of their potential for localization; the first scheme relies on Radial Basis Functions (RBFs)

and the latter on Covariance Matrix Adaption Evolution Strategies (CMA-ES).

The damage detection scheme is numerically illustrated on a modelled aluminium plate. Based on this

illustration, the efficacy of the SEM scheme for defect detection will be investigated. Furthermore, advantages

and disadvantages of the tested inverse solvers will be highlighted.

Keywords: Ultrasonic guided waves (UGW), Structural health monitoring (SHM), Damage detection,

Defect Localization
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Abstract: This extended abstract demonstrates a projection-based model-order reduction (MOR) method

that utilizes digital image correlation (DIC) data to construct the reduction basis. The methodology is

applied to reduce the computational cost associated with the nonlinear static analysis of a masonry wall.

Keywords: Model order reduction, digital image correlation, nonlinear finite-element analysis

1 Methodology

In projection-based MOR, the displacement vector of the FE model is projected into a
manifold of reduced rank u = Vû where û is a reduced-order displacement vector. In this
work, V is computed from experimental data using proper orthogonal decomposition.

U =
[
u1 . . .ul

]
= ΦΣΛT (1)

where U is a collection of snapshots of the displacement field u of the structure measured on
a physical experiment, Φ is the matrix of proper orthogonal modes (POMs), Σ is the matrix
of singular values and Λ is the matrix of time modulating functions. The MOR matrix is
obtained as V = Φ1:m, where m is the number of retained POM [1].

2 Application

The application example builds upon the masonry facade described in [2] and depicted in
Figure 1a. The wall was subjected to seismic excitation using hybrid testing. DIC was used

Figure 1: a) Physical model [2], b) DIC snapshot of horizontal displacement field and c) numerical model

to acqurie the displacement field during the test. In a FE macro-model linear elastic 2d solid
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elements are coupled with nonlinear springs that simulate crack opening [3] as presented
in Figure 1c. A sigmoid function modulates Young modulus of solid 2d element to mimic
stiffness degradation. A major issue in using DIC data to construct the MOR is that the FE
model is not capable of reproducing the exact crack pattern observed during the experiment.
Specifically, a 2d solid element might cross a crack. If such a 2d solid element would be
enforced to follow such a deformational shape, the corresponding restoring force would be
unrealistically large. In order to prevent this to happen, the following extrapolation is
adopted; i) elimination of image points over cracks using strain data, ii) density-based spatial
clustering of the data points in (x, y, u)-space and iii) nodal displacement extrapolation on
the largest point cluster.

Figure 2: Node displacement tracking in DIC with a) direct approach and b) cluster extrapolation approach.
c) presents the cluster extrapolation approach applied on element 12

Figure 2 presents node displacement tracking in DIC for the proposed cluster extrapolation
approach compared with a more direct approach, where the nearest DIC data point within
the connected 2d solid is tracked. After MOR, the computational cost for a nonlinear static
analysis of the FE model requires 24 sec on a standard laptop, that is, 47 % less than the
full-order model. Figure 3 compare the experimental response of the wall to the numerical
one computed using the calibrated ROM. As one can see, the ROM response represents fairly
well the original wall.

Figure 3: a) Horizontal force in actuator H and b) horizontal displacement in node 45

3 Conclusions

The proposed data-driven MOR speeds up the simulation by about 47%. Projection-based
MOR seems to be promising for fusing data and first-principle models for high-fidelity yet
computationally cheap numerical simulations.
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In the current scientific landscape, the challenges associated with the simulation of thermomechanical
contact are twofold. First, robust discretisation techniques  are mandatory to obtain an accurate and
stable approximation of the interface fields [1]. Second, an efficient solution to the coupled problem is
most desirable. Monolithic techniques solve the coupled problem simultaneously. Besides the inherent
temporal stability, they ensure excellent performance when combined with well-designed linear solver
technology. Partitioned techniques solve the fields separately and are equipped with communication
channels to realise the coupling. In particular, strong coupling techniques are originally built on top of
fixed-point  iterations  to  replicate the  fully-coupled  solution.  These  schemes  are  much simpler  to
implement and maintain, but may face convergence issues for strong physical coupling, which can be
minimised with acceleration techniques [2]. 

Despite  the  maturity  of  acceleration  and  coupling  techniques  in  other  multi-physics  fields,  their
application in thermomechanical contact problems is still very scarce.  This work extends a previous
contribution  by  the  authors  with  a  benchmark  of  partitioned  coupling  techniques  focusing  on
thermomechanical contact [3]. Different aspects of the phenomenon are investigated using dedicated
examples,  with  varying  coupling  degrees.  The  results  demonstrate  significant  performance  gains,
levelling the competition with monolithic strategies.

Keywords: Thermomechanical Contact, Acceleration Techniques, Partitioned Solution
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Abstract: This work focuses on the simulation of sequences of seismic and aseismic slip events using Fast

boundary element methods (BEMs). An algorithm based on FFT-accelerated BEMs is first considered,

validated and results are shown for a basic problem in crustal faulting. These developments target the

formulation of efficient computational tools for studying fluid-injection-induced seismicity and to investigate

its possible mitigation numerically. A first multi-physics case using accelerated BEMs to solve the previous

crustal faulting problem with fluid injection is considered.

Keywords: Fast Boundary Element Methods (Fast BEMs), Fault mechanics, Seismic control, Fluid-

injection-induced seismicity.

1 Motivations : Assessment of earthquake control strategies by fluid injection

Earthquakes due to either natural or anthropogenic sources cause important human and
material damage. In both cases, the presence of pore fluid influence the triggering of seismic
instabilities. Preliminary results, done in the context of the European Research Council
CoQuake’s project (www.coquake.eu), show that the earthquake instability could be avoided
by active control of the fluid pressure [1].
In this contribution, we propose to study the ability of Fast Boundary Element Methods
(Fast BEMs) [2] to provide a multi-physic large-scale robust model required for modeling
earthquake processes, human-induced seismicity and their control.

www.coquake.eu
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2 Existing methods for fault mechanics

The main methods used for numerical modeling of earthquake ruptures at a planar interface
between two elastic half-spaces are spectral BEMs as in [3]. As a first step, we consider
this method for a simple problem in crustal faulting. Let us consider a 1D planar vertical
strike-slip fault, embedded in a 2D homogeneous, linear elastic infinite space Figure 1. The
antiplane shear movement assumed in the x direction leads to a displacement on either side
of the fault independent of the x coordinate. The fault is obeying an empirical rate-and-state
friction law. BEMs applied to the local balance law combined with Hooke’s constitutive law,
leads to a relation between the jump in displacement denoted δ across the fault and the
shear stress f due to quasi-static deformation:

f(z, t) =
µ

2π

∫
Γ

1

z − z′
∂δ

∂z′
(z′, t)dz′ (1)

where, Γ corresponds to the fault interface, and µ is the shear modulus. The calculation of
f can be easily speed-up in the Fourier space:

F (ξ, t) = −µ|k|
2
D(ξ, t), k = 2πξ (2)

This technique is only valid for planar faults. We also propose an alternative speed-up
technique using BEMs accelerated with Hierarchical Matrices, which enables to solve more
realistic problems in crustal faulting. To solve this problem, different adaptive time stepping
algorithms inspired from the literature ([3], [4], and [5]) are tested in order to take into
account both small and large time scales with the correct resolution in time. We validate
the implemented methods considering the case where on-fault unknows are constant in time,
which leads to have the unknowns equal to their initial values. Figure 2 shows sequences of
seismic and aseismic phases (which last about 108 s and 84 yrs in average respectively).

Figure 1: Representation of the 1D anti-plane problem

3 Incorporating hydro-mechanical couplings

Then, poroelastodynamic effects are considered. To this aim, a dimensional analysis of
generic poroelastodynamic equations [6] is performed. It allows determining which of the
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Figure 2: Maximal slip rate at depth evolution with respect to time

poroelastodynamics effects are predominant depending on the observation time of the fault.
The obtained equations corroborate and justify simplified multiphysics models from the
literature, for example [7]. A first multi-physics test using Fast BEMs to solve a simplified
crustal faulting problem with fluid injection is considered.

4 Perspectives

The objective of this project is to provide a viable efficient tool to explore the advantages
and limitations of novel strategies of earthquake control using fluid injection to drive the
fault from an unstable state of high potential energy to a stable state of lower potential
energy. Ongoing work concerns the extension of Fast Boundary Element methods to fault
mechanic problems incorporating the effect of fluid injection of the on-fault behaviour
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Abstract: The design of architected materials has succesfully harnessed concepts such as hierarchy, in-

stability, and defects, in order to produce enhanced and tunable mechanical behavior. On the other hand,

self-contact and friction has only recently been explored as a mechanism for improving material properties

[1-3]. In this work, we demonstrate how manipulating frictional contact in different families of truss- and

fiber-based materials (e.g. interpenetrating lattices, woven lattices, entangled materials) allows for controlled

stiffening and tunable energy absorption. To efficiently explore these mechanisms, we develop a regularized

variational beam contact theory able to capture challenging contact scenaria in a unified formulation, and

can handle arbitrary friction laws. We complement our simulations with experiments of additively manu-

factured materials. This methodology paves the way for optimization over this new dimension of the design

space of architected materials.

Keywords: Architected materials, Woven lattices, Truss lattices, Entangled materials, Contact mechanics
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Abstract: Simulations for predicting critical process variables in machining applications 

have been carried out for years. One important simulation-based analysis class in this context 

is the Finite Element Method (FEM) [1]. It is challenging to model the process with FEM as 

the metal is subjected to extensive deformation at high strain rates and temperatures. This 

large deformation is primarily irreversible and requires a plastic material model. The so-

called orthogonal cutting process is a good abstraction of machining applications, where 

only a 2D representation is considered. It involves a tool cutting through a workpiece, 

forming chips. The shape of these chips is a crucial validation criterion for the accuracy of 

the simulation. One way to improve the representation of geometries in FEM simulations is 

to utilize Isogeometric Analysis (IGA), where the classical Lagrangian basis functions are 

replaced by the basis of Non-Uniform Rational B-Splines (NURBS). As these splines are 

commonly used for the representation of geometries in CAD models, IGA bridges the 

analysis with the initial design geometry [2]. 

One crucial detail to model is the contact between the tool and the work piece. In this work 

we model the tool as a rigid B-Spline and employ a penalty contact formulation. Our focus 

is to investigate the influence of employing Isogeometric Analysis for the chip forming 

process and the resulting chips. Furthermore, we compare the results to a classical FEM 

approach. 

 

Keywords:  FEM, IGA, machining, computational contact 
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Abstract: We study the thermal and electric resistance of individual contact clusters of complex shapes.

Notably, we study how the connectedness of the spot and its geometrical compactness affect its conductivity.

Further, we extend our study to contact zones made of many spots with and without oxide layers. This

study was carried out using the fast boundary element method based on hierarchical matrices. Details of its

implementation and a comparison with the finite element method are provided.

Keywords: Contact, roughness, electrical resistance, BEM, oxides

1 Introduction

Most engineering and natural systems involving contact between parts operate outside ther-
modynamic equilibrium and often involve thermal fluxes. Internal combustion engines (ve-
hicles and aircrafts) and sliding of faults in the Earth’s crust are two remarkable examples
of relevant systems. The conductivity of contact interfaces is strongly dependent on the
roughness of contacting solids, interfacial fluid and mechanical loads. The main thermal ex-
change between rough surfaces happens through intimate contact spots (true contact area).
The thermal and also electric conductivity through such spots depend not only on the true
contact area fraction but also on its morphology. The two of them evolve under the external
load. Holm [1] and Greenwood [2] were among the first who realized the origin of the contact
resitance and suggested simple models based on a set of interacting circular contact spots
representing true contact area. However, at higher loads, the true contact area cannot be
represented by a set of circular or elliptic spots but rather by complex not simply connected
clusters [3] which represent the topic of this study. Furthermore, the morphology of contact
clusters and the true contact area could be affected by thermal, chemical and metallurgical
effects. Especially, formation of weakly conducting or insulating oxide layers strongly affect
electrical resistance of contact interfaces.

1.1 Methods

To conduct the study on conductivity of contact spots of complex shape and their agglom-
erates Figs. 1,2, we implemented a fast boundary element method (fast-BEM) based on
hierarchical matrices [4]. Such a method allows to overcome the main drawback of the clas-
sical BEM: storage and resolution of full matrices, which used to be a bottle neck of the
method compared to the classical FEM. The problem of conductivity in contact interface
reduces to the following integral equation

u(x) =

∫
∂Ωc

jn(y)G(x,y)dS (1)
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which should be solved for all contact clusters ∂Ωc with u being the potential/temperature
and jn being the normal flux, G(x,y) is the Green function. This problem formulated for
half-spaces is well adapted for the BEM, whose implementation will be presented in detail.
Apart from simplified model shapes, we also study shapes resulting from contact simulations
based on a spectral method. We demonstrate how the BEM and spectral method could
operate efficiently together to solve weakly coupled multiphysical problems.

Figure 1: Simulated normal flux through a
contact spot with random self-affine bound-
ary

Figure 2: Simulated normal flux throug a
multi-spot contact area

2 Results & Discussion

Several novel results on the conductivity of complex shapes were obtained thanks to the
powerful fast-BEM, notably we established a relationship between fractal dimension and
spectral breadth of a contact spot and its conductivity. For the multi-spot configuration we
established limits of applicability of the Greenwood’s model [2]. Finally, a method to take
into account effect of oxide layers was established for different types of oxide.
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Abstract: Among the many applications of phosphate glasses, the tribologist is perhaps most familiar with
zinc-phosphate tribofilms that form on steel surfaces as a result of ZDDP decomposition in high-temperature
and high-friction environments such as car engines. Due to the decomposition process, surface roughness and
high contact pressures, these tribofilms are chemically heterogeneous and have nonlinear elastic response,
making modeling tribological properties a challenge. Here we present a framework combining molecular
dynamics and volume integral equations to simulate the behavior in contact between a heterogeneous, non-
linear zinc-phosphate tribofilm and a rough surface. We analyze how its response deviates from the common
assumption of homogeneous, linear elasticity used in rough-surface contact.

Keywords: zinc-phosphate glass; tribofilm; contact; rough surface; nonlinear elasticity

1 Introduction

Due to a wide range of glass-forming compositions, phosphate-based glasses enjoy applica-
tions in, among others, optics, bone repair, seals, and tribology. In the latter domain, they
are commonly encountered as a product of the decomposition of zinc dialkyldithiophosphates
(ZDDP), a family of additives used to reduce friction and wear. Thanks to a shear-stress
assisted reaction, ZDDP decomposes into a protective tribofilm of zinc-phosphate glass that
binds to steel surfaces in zones where the friction is most intense, thus protecting areas
most likely to wear out. Once deposited, however, the balance between film growth and
film destruction is poorly understood. In order to study and make predictions on the wear
properties of these tribofilms, one needs models of its mechanical response in a realistic
tribological interface. Composition heterogeneity (i.e. ortho- vs. poly-phosphate), pressure-
dependent elasticity and surface roughness are key points that should be accounted for in
the quantification of the wear response.

We consider these effects on a tribological contact with molecular models to evaluate the
constitutive response and incorporate the identified mechanical behavior in a continuum
approach for rough contact with nonlinear elastic, heterogeneous materials. Due to the
fractal nature of rough surfaces, a Fourier-based volume integral equation approach is used.
We will describe how the homogeneous Green’s functions can be used in a heterogeneous
setting appropriate for the modeling of realistic tribofilms.
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2 Molecular model

To determine the mechanical properties of zinc-phosphate samples with varying composition
and pressure, we use molecular dynamics simulations. Tischendorf et al. [1] have developed
an approach based on the Lennard-Jones potential for pair interactions, a harmonic po-
tential to enforce molecular geometry of phosphate chains and Coulomb interactions, with
coefficients fitted to experimental zinc-phosphate structure characterization. While the sim-
plicity of this modeling approach makes it attractive to homogenize elastic properties on
large systems, these properties need to be independently validated. We therefore also use a
density-functional tight-binding approach, where the force-field is derived from first princi-
ples. We find the results consistent with the Tischendorf et al. [1] force-field. We will briefly
present constitutive laws as a function of chemical composition (i.e. phosphate chain length)
and pressures up to 40 GPa, and show how they can be used in a continuum setting.

3 Rough contacts

Realistic rough surfaces being rough on a wide range of length-scales, numerical methods
that can be used for simulations have to handle very large discretization requirements. This
is the reason why Fourier-based boundary and volume integral methods [2] have become
ubiquitous for rough surface contact simulations. However, they rely on the knowledge
of Green’s functions often derived for homogeneous, linear elastic media, or for particular,
restricted cases, such as layered elastic [3], and are not directly applicable to materials where
elastic properties may be dependent on position and pressure. Thanks to Eshelby’s equivalent
inclusion principle, which lets one replace the effect of heterogeneous elastic properties with
a distribution of volumetric eigenstrains, one can use the homogeneous volumetric Green’s
functions [2] to solve the heterogeneous problem. We present in this work the derivation of
the method in the Fourier domain and how it is used for high-performance solving of the
rough, heterogeneous, non-linear contact problem.
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Abstract: Model-free data-driven computational mechanics (DDCM) [Kirchdoerfer & Ortiz, 2016] is

a new paradigm for simulations in solid mechanics. As in the classical method, the boundary value problem

is formulated with physics-based PDEs such as the balance of momentum and compatibility equations, which

together define the admissibility conditions. However, DDCM does not use phenomenological constitutive

laws to close the problem. Instead it uses directly data on material response, originating from either exper-

iments or micro-physical simulations, in order to reduce constitutive modeling bias. The problem is solved

in phase space where the admissibility conditions define a manifold and the material behavior is represented

by a set of material points. DDCM aims to find the admissible state that best matches the material points.

The DDCM framework has been formulated and used to solve problems in statics and dynamics, for multi-

scale modeling, and has been coupled to classical solvers such as the finite element method to run simulations

more efficiently. In this work, DDCM is applied to a frictional interface. Data-driven finite-thickness cohesive

elements are sandwiched between two linear elastic bodies solved with FEM. The material response database

is populated from micro-physical discrete simulations of two contacting rough surfaces sliding against each

other. Through interactions between the interface, the bulk and the boundary conditions, complex behaviors

such as dynamically propagating slip fronts arise.

Keywords: Data-Driven Computational Mechanics, Tribology, Frictional Interface
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Abstract:  

In the current engineering landscape, roughness is not considered a secondary effect anymore. It occupies an 
important place in recent technological advances, as it is typically related to the efficiency and durability of the 
equipment. It has been extensively demonstrated that roughness plays a paramount role in friction, electrical 
and thermal contact resistance, wear, adhesion, among many others [1]. The acknowledgement of roughness 
as an important engineering phenomenon and the many research advances on the topic has only been possible 
due to the efforts put into the characterization and description of rough surfaces. As a result, the artificial 
generation of rough surfaces has conquered an important place and has become an attractive research topic, 
over the recent past [2]. 

The introduction of data-driven models to analyse rough topographies has been gaining traction in the last 
decade. These can outperform the traditional techniques on the overall computational cost and are able to easily 
deal with real surface measurements. In this research, Generative Adversarial Networks (GANs [3]) are applied 
to generate random rough surfaces using the Power Spectral Density (PSD) for the parameterisation. To this 
end, the training process is improved to guide the generator model towards the correct PSD beyond the standard 
similarity metrics used in these types of machine learning techniques. The methodology is validated by 
assessing the mechanical response of the newly generated surfaces through numerical simulations for rough 
contact. This study reveals interesting insights and potential applications of GANs for the generation of 
complex random topographies that can be found in real-life applications. 

Keywords: Rough surfaces, Roughness generation, Generative Adversarial Networks, Convolutional Neural 
Networks, Real contact area 
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Abstract: Mains trends in mechanical contact of rough surfaces of inelastic materials are relatively well

understood. However, in this work, we make an attempt to construct a quantitative link of physically relevant

contact properties with roughness features (height distribution, fractal dimension) and loading parameters

(duration, cycling, normal or tangential loading). Notably, we study viscous effects in elastomers and metals

by means of advanced finite element simulations. Relevant phenomena such as friction, wear, permeability

to fluids, thermal and electric resistance are also discussed in the context of obtained results.

Keywords: Contact, roughness, visco-plasticity, visco-elasticity, FEM, time dependence, friction

1 Introduction

Most of engineering systems are designed to operate in elastic regimes at least at the struc-
tural scale and within the assumption of homogeneity of materials, the same holds for the
mechanical contact between the components of such systems. However, it is not always the
case at the microstructural scales at which the surface roughness has to be taken into ac-
count. At these scales, the material can experience much higher loads than those nominally
computed for homogeneous and smooth surfaces. Such loads often induce stress-strain states
far beyond the elastic regime. Moreover, for many materials and their combinations the hold
time and the sliding velocity can affect considerably tribological properties of the interface.
The objective of this study is to better understand how such an inelastic material behavior
influences some fundamental quantities in physics of rough surfaces such as the evolution
and morphology of the true contact area and the gap. The special attention will be paid to
viscous effects related to hold time and sliding velocity.

1.1 Methods

To study the strongly nonlinear emerging problem we use the finite element suite Z-set [1]
capable to handle all material non-linearities with the state of the art surface-to-surface con-
tact discretization and advanced monolithic solvers and particular algorithms for treatment
of such complex coupled non-linear problems. The following materials will be considered:
(1) isotropic von Mises elasto- plastic material with both kinematic and isotropic hardening
(most of metal and alloys), see Fig. 1, (2) visco-elastic material taking into account Payne
effect, (3) visco-plastic material with zero threshold non-linear flow, equivalent to Glen’s
rheology of ice.
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Figure 1: von Mises stress distribution after unloading of a rough metallic surface after contact with a rigid
flat [2].

2 Results & Discussion

This study is focused on the effect of hold time and sliding velocity in contact of rough sur-
faces made of viscoelastic and viscoplastic material. In particular, we investigate the growth
of the friction during the hold under constant load and reveal the physics of microscopical
processes leading to this growth. Regardless a huge difference in physics of viscoelasticity
and rate-dependent plasticity, the contact-related behavior on small scales is shown to be
very similar. However, when rough solids slide one past to another, the physics of these two
types of materials is very different. Interesting qualitative and quantitative results will be
demonstrated which are important for fundamental understanding of microscopic processes.
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Abstract: For the design of efficient, sustainable, and safe structures it is often helpful to use alterna-
tive performance indicators compared to displacements and stresses for structural evaluation and decision-
making. The redundancy matrix provides a detailed and valuable insight into the structural behaviour of
statically indeterminate structures. It can be used in the early design phase of truss and frame structures
to achieve robustness and to estimate the imperfection sensitivity at an early design stage and independent
of the load. The deformation modes and redundancy distribution for trusses and beams will be discussed
shortly. Interpretation and application of the redundancy matrix as a basis for alternative structural per-
formance indicators are the main highlights. These can assist in choosing the optimum design in terms of
for instance reliability, robustness and sensitivity to imperfections.

Keywords: redundancy matrices, alternative structural performance indicators, numerical design

1 Introduction

One of the overarching goals of the Cluster of Excellence Integrative Computational Design
and Construction for Architecture is to improve cooperation between architecture, engineer-
ing, and practical manufacturing as so-called “Co-Design”[1]. This should enable a better
feedback-loop for the entire design process. To this end, civil engineering is trying to find
and apply alternative evaluation methods in order to improve the design process to conserve
resources and reduce the material costs. Deformations, strains, and stresses are well known
as performance indicators of a structural system, which are load-dependent. For an early
assessment of different design variants, alternative indicators can be used, based on the re-
dundancy matrix introduced by Bahndorf [2]. Among others, it describes the distribution
of the static indeterminacy within a given structure independent of the applied load, aiding
in the identification of potentially critical structural parts.

2 Redundancy in truss and beam structures

In von Scheven et al. [3] a detailed study on the redundancy distribution for trusses and
beams is given. The redundancy matrix R maps the initial elongations ∆l0 to the negative
elastic elongations ∆lel.

−∆lel = R∆l0 R = ∆l−∆l0 = I−AK−1ATC, (1)

where A is the compatibility matrix, C is the member stiffness matrix, and I is the identity
matrix. The diagonal entries describe the distribution of static indeterminacy in the struc-
ture. For truss elements, the values are between 0 and 1, where rii = 0 describes a statically
determinate element with no redundancy. The trace of the redundancy matrix tr(R) is equal
to the degree of static indeterminancy of the system. The extension to beam elements is
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straightforward, but instead of only one deformation mode, as in the truss element, elonga-
tion, there are three deformation modes due to the additional shear and bending parts. The
image of the redundancy matrix im(R) and the kernel ker(R) both span a space with special
properties, like for instance purely incompatible elongation modes in a structure. For more
details see von Scheven et al. [3].

3 Interpretation and Application

The entries of R can also be interpreted as a measure for the sensitivity to imperfections,
since they quantify the constraint that the surrounding structure imposes on an individual
element. In order to have a robust and reliable structure with no statically determinate parts,
the redundancy of an element should never be zero. On the other hand, small values of re-
dundancy will lead to the small forces in the structure brought on by manufacturing-related
imperfections, and might be therefore advantageous during assembly processes in some spe-
cific areas. Some examples will be discussed in this domain utilizing the characteristics of
the redundancy matrix to obtain an improved design.

4 Conclusion

Alternative performance indicators, based on the redundancy matrix can be used in the
design of truss and frame structures to improve overall performance and identify any po-
tentially critical substructures in statically indeterminate structures. It also gives valuable
insights into the load-carrying behaviour both on a global structural and on a local element
level. There is work in progress with regard to the Co-Design of fiber-reinforced struc-
tures, with the aim to develop and optimize large-scale structures in terms of sustainability,
assemblability, and increasing efficiency in design and construction.
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Abstract: Over the last few years the seismic behaviour of infilled reinforced concrete (RC) structures has 
been the focus of numerous experimental and numerical studies. A big effort is being made by the scientific 
community with the aim of increasing the knowledge regarding the seismic response of these types of structures 
and improving the numerical modelling accuracy to predict their expected behaviour. In 2015, a blind 
prediction contest was organized by the Faculty of Civil Engineering Osijek with the main goal of inviting the 
technical and scientific community to predict the nonlinear seismic behaviour of a 1:2.5 scaled 3D building 

structure. The three-storey infilled RC structure was subjected to ten incremental earthquake sequences on a 
shake table test. The blind numerical analyses were performed knowing only the specimen geometry, 
reinforcement detailing, material characteristics and the actual ground motions recorded during the testing. In 
this context and, in view of the author’s participation success, the present paper mainly aims at presenting the 
key aspects of the adopted numerical methodology (and related difficulties) which proved to yield good results, 
while also providing some insight regarding key problems in numerical simulations of infilled RC s tructures 

seismic behaviour. 

 

Keywords: Blind Prediction, infilled RC structures, Seismic behaviour, Numerical modelling 

1. INTRODUCTION  

In the context of seismic scientific testing, works developed in the last years and in particular 

resorting to shaking tables, which usually happens with the objective of providing additional 

information not available from simpler experimental tests. In 2015, the FRAmed–Masonry 

Composites for Modeling and Standardization (FRAMA) Blind Prediction Contest 2014 [1] 

pretended to evaluate different modelling strategies proposed by different international 

teams/experts that were challenged to predict the experimental response of a scaled three-

storey infilled RC structure that will be subjected to ten increased and scaled ground motions 

where the authors team became in the first position. This research work aims at describing 

the modelling strategy adopted by the author in terms of the RC structure and infills masonry 

walls modelling. 
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2. MAIN RESULTS 

The experimental program associated with the FRAMA Blind Prediction Contest [1] 

initiative was performed in DYNLAB at IZIIS shaking table with the support of University 

of Osijek (Croatia) and is briefly described in this chapter. It basically involved of a 1:2.5 

scaled infilled RC structure (Figure 1) under uniaxial ground motions with increasing 

intensity. The shake-table test specimen was a 1:2.5 scale model that contains two parallel 

connected planar frames, with two bays and three storeys, making the structure of the gross 

dimensions of 4.6 m in length, 2.8 m in width and 3.9 m in height. The RC structured is 

filled with masonry walls with openings in certain bays. The structure has been designed for 

medium ductility levels according to the EC8 provisions 

 
Figure 1 – 3 storey masonry-infilled RC frame and reinforcement details Lateral views. 

Figure 2 shows the comparison between the experimental and numerical relative 

displacements. It can be observed in Figure 2b that the error obtained on 5 different levels 

was lower than 10 and only for pga=1.2g the error was higher than 30. The error is 

progressively increasing with the increasing pga demand, however for pga=0.4g the error is 

slightly above of those observed before which reach an ErrorE-RMS=11.86. It can be observed 

that the error obtained in the prediction of the 3rd storey displacement is around 2-2.5 times 

higher than the obtained for the 1st storey and 1.25-1.5 times the ones achieved for the 2nd 

storey. 

 
a) 

 
b) 

 
c) 

Figure 2 – Main results: a) relative displacement; b) invidual error; and c) individual erro per 

intensity level. 
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Abstract: Natural frequencies are the most widely used modal characteristics in vibration-based monitoring.

However, they can be highly influenced by temperature and this influence can completely mask the effect of

damage. Displacement mode shapes are less sensitive to temperature, but obtaining them in a dense grid,

a requirement for damage localization, is cumbersome due to the large number of sensors needed. Strain

mode shapes on the other hand can be nearly insensitive to temperature, while obtaining them in a dense

grid is possible when fiber-Bragg gratings (FBG) are used. This work presents an overview of the continuous

modal strain-based monitoring of three steel railway bridges of different structural typologies. All bridges

were instrumented with FBGs and their strain mode shapes were automatically obtained on an hourly basis

from ambient and operational dynamic strains. The influence of temperature on the strain mode shapes is

investigated and their low sensitivity to temperature is confirmed for all bridges. The damage detection and

localization capabilities of the strain mode shapes are also demonstrated numerically and experimentally.

Keywords: modal strains, vibration-based monitoring, environmental influence, damage localization

1 Introduction

Strain mode shapes [1] are an advantageous alternative to displacement mode shapes for
vibration-based monitoring (VBM) [2]. Strain mode shapes consist of modal strains, simi-
larly to the conventional displacement mode shapes, which consist of modal displacements.
Modal strains are obtained from dynamic strain measurements. Dense strain sensor grids can
be easily achieved when fiber-Bragg gratings (FBG) are employed, due to their multiplexing
possibility. Modal strains are generally much more sensitive to local damage than modal
displacements and less sensitive to temperature than natural frequencies [2, 1]. Laboratory
experiments on concrete beams have illustrated these advantages [1].

The assessment of the strain mode shapes’ performance in situ has remained an open problem
until recently. This work presents the results, conclusions and lessons learned from the
continuous dynamic strain monitoring with FBGs of three steel railway bridges of different
structural typology. The natural frequencies and the strain mode shapes of these bridges
were automatically identified on an hourly basis through the method that was developed and
described in [3], in order to evaluate their condition. The influence of temperature on the
monitored quantities is assessed, as well as the influence of real-life and simulated damage.
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2 Modal strain-based monitoring of railway bridges

A steel Vierendeel arch bridge, a steel tied-arch bridge and a steel riveted beam bridge have
been monitored in the course of the past four years. The bridges are shown in Figure 1.

Figure 1: Left: The Vierendeel arch bridge (Mechelen, Belgium). Center: The KW51 tied-arch bridge
(Leuven, Belgium). Right: The Nieuwebrugstraat riveted beam bridge (Ronse, Belgium).

The same observations were made for all bridges, regardless of their type. First, the strain
mode shapes of all identified modes were found to be insensitive to temperature changes
higher than 0◦C. Exception are the strain mode shapes of the higher order modes of the
KW51 bridge, which were found to be sensitive to frost, due to the freezing of the ballast
layer. However, this influence was significantly smaller than the influence that was observed
on natural frequencies due to frost and most importantly, to the influence of small-scale,
simulated damage on the strain mode shapes. Second, the natural frequencies of all modes
were found to be influenced by temperature. The change in natural frequency due to the
change in temperature was higher than the change imposed by small-scale damage in both
simulated and real-life damage cases. This underlines the necessity of damage normalization,
before using the natural frequencies for monitoring purposes. Third, contrary to natural
frequencies, strain modes shapes were highly sensitive to small-scale damage that occurred
in the vicinity of the monitored locations, an outcome that combined with their temperature
insensitivity renders them ideal for direct damage assessment.

3 Conclusions

The observations from these three case-studies demonstrate the high potential of strain mode
shapes for damage detection and localization and consequently, for the practical VBM.
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Abstract: This paper presents a mechanical model for analyzing the shear behavior of cracked 

concrete panels containing both steel fibers and rebars (R-FRC). The model is based on the Cracked 

Membrane Model [1, 2] with fixed and interlocked cracks. The model is validated with experimental 

results. 

Keywords: Constitutive model, fibre-reinforced concrete, panels, plane stress, shear strength 

1. Introduction 

Steel fibres could be used as replacement for conventional shear reinforcement in concrete 

elements. However, the interaction between rebars and fibres is not fully understood as well 

as their relative contributions for shear strength. Therefore, the goal of this work is the 

development of a theoretical model capable of describing the complex mechanics and 

capturing the full behaviour of cracked R-FRC panel elements under pure shear stresses. 

2. Methods 

The model developed in [2] is adapted to account for the fibres contribution at the cracks 

and is based on equilibrium and compatibility of deformations. 

       
 

(a) (b) 

Figure 1. (a) Equilibrium expressed in terms of stresses at the crack and (b) crack kinematics and notation 

The equilibrium is established at the crack level (Figure 1 (a)). The crack stresses are found 

by means of constitutive laws as function of the panel total strains. The rebar stresses at the 

cracks (sr) are related to the total average strains by means of the TCM equations [3]. The 

stresses normal to the crack (cr,n) are obtained by summing the crack dilatancy stresses 

arising from the crack shear transfer mechanisms (dil) and the normal component of fibres 

mailto:rui.v@fe.up.pt
mailto:mjsp@fe.up.pt
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bridging stresses (cfn). The crack shear stress is given by the sum of the shear stresses arising 

from the aggregate interlock (agg), and tangential component of fibre bridging stresses (cft). 

The fibre bridging stresses at the cracks are determined using fibre engagement models [4] 

as a function of the crack displacement (r) (Figure 1 (b)). The stresses due to interlock 

effects are rmined using the Contact density model [5] as a fcuntions of the crack openin 

(r,n) and slip (r,t). 

3. Validation 

The experimental results [6] on R-FRC panels tested under in-plane pure-shear monotonic 

loading conditions are used to validate the proposed theoretical model (Figure 2). Different 

fibre content (Vf) and fibre geometries, described by their length (lf) and diameter (df), are 

used. The increasing shear strength with increasing fibre content (Vf) observed in 

experimental results is captured by the model. However, the increase is not as significant 

from C1F1V2 to C1F1V3 in the exeperimental results. 

 

Figure 2. Comparison of calculated and experimental shear stress-strain curves of R-FRC panels tested under 

in plane shear 

3. Conclusions 

This paper presents a fixed crack model for the analysis of R-FRC cracked membrane 

elements subjected to in-plane shear. The model results are satisfactorily compared with 

available test experimental data. The model will be simplified to code-like formulation to 

serve as basis fot the design of R-FRC elements. 
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Introduction  

All over Europe, railway transport underwent substantial development at the beginning of 

the 20th century with the construction of many riveted metallic bridges. Different design and 

execution techniques have developed as the materials used to build them and it can 

contribute to a better understanding of these structures' behaviour. These bridges will have 

their operational life extended over time, making it necessary to carry out studies to evaluate 

the remaining lifespan, in order to assess economic concerns. Furthermore, the traffic 

volume and axle loads have been increasing, then residual life studies are so relevant. In the 

particular case of metallic and composite bridges, several authors describe fatigue as being 

the principal cause of several damages [1], [2]. Traditional fatigue design rules aren’t 

suitable for old metallic bridges, don’t carry all the types of riveted and bolted joints, and, 

moreover, don’t consider multiaxial stress states for both crack initiation and propagation 

phases. Also, fatigue assessment methods from codes and regulations based on global S-N 

curves conduct very conservative predictions [3]. In Portugal, experimental studies were 

carried out on metallic old bridges’ materials, collecting data about mechanical properties, 

chemical composition, and microstructures [4]. Alternative fatigue approaches were done by 

authors: S-N curves were proposed based on probabilistic models and monotonic and fatigue 

experimental data calibrated with numerical Finite Element models [5]. In order to increase 

fatigue life, CFRP (Carbon Fiber Reinforced Polymers) has been studied as a retrofitting 

solution, showing a high strength-to-weight ratio, good behaviour to corrosion, and very 

good performance under fatigue loading, retarding crack propagation and extending fatigue 

life [6], [7]. 

This paper presents an experimental campaign on puddle iron from Luiz I bridge under static 

and fatigue conditions, and numerical modelling approaches to predict fatigue life using 

Finite Element Analysis (FEA) software ABAQUS®. 

 

Keywords: Metallic bridges, monotonic behaviour, fatigue, retrofitting, CFRP. 
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Abstract: The importance of the fatigue phenomenon in engineering (e.g., bridges) is widely recognized and 

has been the cause of major collapses in recent decades, either due to a mindset of neglect resulting in poor 

maintenance strategies, increasing traffic demands both in frequency and magnitude, exposure to aggressive 

environmental agents, amongst others. 

From an European perspective roughly 200 000 metallic bridges have been identified to be at risk of collapse, 

a number which pales in comparison with the 3 fold in the United States under the same operational conditions. 

Either due to cultural or socioeconomical constraints, a wide range of these critical infrastructure see their 

operational life extended behond what was originally planned, leading to fatigue accumulation. Hence, accurate 

and reliable fatige assessment and consequent service life estimations are highly relevant, even though a 

complex task to achieve in a real-word scenario given the high-dimensionality of the problem. 

Several models can be implemented with aims to determine fatigue life; however, the reliability of such 

methodologies depends not only on the concentrations of stress/strains, multiaxiality, size effects, but also the 

model’s ability to grasp the behaviour of the joints under multi-level loading scenarios.  

As such, this work focuses on the compound effect that both chosen probabilistic analysis, used to obtain design 

fatigue strength curves for the Várzeas bridge riveted connection, as well as the fatigue accumulation rules 

play in the final fatigue assessment of the structure. For this, several probabilistic methodologies were 

employed, standardized (ISO & ASTM), probabilistic approach based on the 2-parameter Weibull probability 

density function, all of whom fitted using classic and total least squares methods. Additionally, the Castillo and 

Fernández-Canteli based on the 3-parameter Weibull distribution as well as the Markov-Chain Monte Carlo 

were used. Finally, both linear and non-linear damage accumulation rules, namely the Sequential Law and 

Huffman models were taken into consideration, the latter group to account for loading sequence effects. 
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Abstract: In this research, an isogeometric formulation of the material distribution for the topology opti-

mization of compliant mechanisms is proposed. The aim of this formulation is to provide solutions with high

spatial definition by using a lower number of design variables in comparison with the classical formulations

used to define the material layout. The structural analysis considered is linear and it is performed by means

of the Isogeometric Analysis (IGA). The distribution of the material in the domain is modeled with quadratic

B-splines. The proposed formulation of the topology optimization problem of compliant mechanisms is tested

by means of a benchmark problem. This problem is also solved with a Finite Element (FEM) formulation

to compare with the IGA-based solutions. In the FEM-based formulation, the relative density is uniform

at each element of the mesh. The attained results show that the IGA-based formulation provides solutions

with high spatial definition in comparison with the FEM-based formulation. A better representation of the

topology contour and a mitigation of the mesh dependence phenomena is attained with the use of IGA.

Despite of this improvements both solutions are topologically equivalent.

Keywords: Topology Optimization, Compliant Mechanisms, FEM, IGA

1 Introduction

The use of the topology optimization in the design of compliant mechanisms has been de-
veloped by [1, 2]. An important number of contributions in the topology optimization field
by using the isogeometric formulations have been made [3, 4]. However, the solution of the
topology optimization problem of compliant mechanisms by using the isogeometric formula-
tions has not been widely studied. Consequently, this is the main objective of this research
since solutions with high spatial definition are intended.

2 Problem formulation

The conventional topology optimization problem of compliant mechanisms can be stated as:

max T (ρ) = uout(ρ) s.t. K(ρ)u = f; V = V0 0 < ρmin ≤ ρ ≤ 1 (1)

where uout is the displacement at the output port, K is the structural stiffness matrix, u is
the structural displacement vector, f is the applied load vector, V is the structural volume, V0
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is the objective structural volume, ρ is the design variables vector and ρmin is the minimum
value of the relative density.

3 Application Example

The example corresponds to an inverter mechanism with null displacements in the upper and
the lower part of the left edge. An horizontal force is applied in the input port (A) to max-
imize the horizontal displacement in the output port (B). Figure 1 shows the dimensions of
the domain and the position of the input and output ports. Figures 2 and 3 show the optimal
solution to the problem with the FEM-based and IGA-based formulation, respectively.

Figure 1: Domain Definition Figure 2: FEM-based solution Figure 3: IGA-based solution

4 Conclusions

The IGA-based formulation proposed in this research to solve the topology optimization
problem of compliant mechanisms provides solutions topologically equivalent to the classical
FEM-based formulations. However, the spatial definition of the solution and the definition
of its contour is improved. Moreover, the mesh dependence phenomena is mitigated.
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Abstract: Most sheet metal forming simulations employ Reissner-Mindlin shell elements. The assumptions
for these elements include that there is no transverse normal stress and that the material fibers remain straight
during deformation. In some cases, such as bending with small radii, this approach is not sufficiently accurate
because the cross-sections may become distorted and the strain distribution in the thickness direction may
be highly nonlinear (Fleischer, 2009). To improve the accuracy of these simulations, Willmann et. al. (2021)
introduced a higher order 3D-shell element, which can account for these effects.

In order to establish a priori guidelines for the efficient utilization of this higher order 3D-shell element in
sheet metal forming simulations, we conduct a study of the magnitude of the higher order deformations for
benchmark problems. By analyzing the magnitude of the higher order degrees of freedom and their change
for parameter alterations, we can identify the situations under which the additional deformation modes of
this element are beneficial for accurately modeling sheet metal forming processes.

Keywords: Higher order 3D-shell elements, sheet metal forming, applications

1 Introduction

In certain sheet metal forming simulations, such as forming of thick sheets, Reissner-Mindlin
shell elements may not provide accurate results due to a violation of the underlying assump-
tions [1]. To improve the accuracy of these simulations, Willmann et. al. [2] developed a
higher order 3D-shell element, which can model cross-sectional warping and a higher order
strain distribution with respect to the sheet thickness coordinate. Various components of
deformation of this element are depicted in Figure 1, further details can be found in [2].

2 Evaluation of Numerical Studies

In this contribution, we analyze the magnitude of the higher order degrees of freedom (HO-
DOFs) for a higher order 3D-shell element with respect to various parameters. First, we
examine the deformation of a cantilever beam under a concentrated, increasing moment
at the free end. The beam is discretized with ten rectangular elements, a linear elastic
material is used. Figure 2 (left) shows the deformed configurations of the beam. We study
this problem for different beam slenderness ratios (λ = l

t). Figure 2 (middle) plots the
magnitude of the HO-DOFs, i. e. the higher order deformations at state 4, divided by the

Figure 1: Deformation modes of the higher order shell element, including linear, quadratic, and cubic
deformations of the cross-sectional fibers.
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beam thickness t over the slenderness. The plot indicates that the ratio of the HO-DOFs
relative to the beam thickness increases significantly for a slenderness greater than 200.

One example for a critical forming process is a three-point bending test of a flat sheet of
thick metal (length l, thickness t). The middle roller is displaced, the two outer rollers are
fixed. Figure 3 (left) shows the deformed configuration. An elasto-plastic material law is
used. Figure 3 (middle) plots the magnitude of the HO-DOFs over the distance d to the
middle roller. The graph indicates that the higher order deformations are localized around
the middle roller and decay to zero within a distance of five times the sheet thickness.

3 Conclusions

Increasing the bending radius and slenderness ratio decreases the influence of the higher or-
der deformations. Furthermore, this influence is limited to specific regions of a model. This
suggests to use higher order 3D-shell elements only when they are beneficial for accurately
modeling a sheet metal forming process. Further research on the influence of the HO-DOFs
on quantities of interest, like strain, is needed. The project was funded by the German Min-
istry for Economic Affairs and Climate Action based on a decision of the German Bundestag
as IGF project 21466 N. This support is gratefully acknowledged.
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Abstract:

A typical approach to 3D image reconstruction is computed tomography, which reconstructs the sought

image based on a set of slice projections, relying on the Fourier slice theorem in 2D. We propose an imaging

technique based on the Fourier slice theorem in 3D, which relates a set of projections onto planes, that is a

3D Radon transform, to a 3D Fourier transform. By calculating the 3D inverse Fourier transform, we can

reconstruct the 3D image of the scanned object. The proposed formulation enabled us to reconstruct the

distribution of magnetically confined plasma fed by electrodes in a cylindrical vacuum vessel.

Keywords: 3D Image reconstruction, Radon transform, ultrasonic tomography, plasma dynamics, inverse

problems

1 Introduction

The classical approach in computed tomography consists in obtaining a 3D image based on a
set of projections slices. A projection slice collects the integral of some measurable response
quantity throught a set of plane (slice) parallel rays illuminating the object of interest. A
review of the different approaches to image reconstruction can be found in [1]. A collection
of parallel projections through an object onto lines at varying angles is called direct 2D
Radon transform [2].The Fourier slice theorem guarantees that the Fourier transform of the
Radon transform at a given angle equals the values of one row of the 2D Fourier transform.
Then, the image is obtained by calculating the 2D inverse Fourier transform of the Radon
Transform. In this way, a 3D image is obtained assembling the image of each slice.

Differently from that, in this work, we approach the solution to the inverse problem of 3D
image reconstruction relying on the Fourier slice theorem in higher dimensions, that is in
3D. This approach is particularly useful when using a set of camera pictures, which are
in themselves a discrete 3D Radon transform. We apply the algorithm proposed to the
reconstruction of the spatial distribution of magnetically confined Hydrogen plasma. Data
was provided by ENEA within the framework of the PROTOSHPERA project [3], which
employs a spherical torus where a Hydrogen plasma arc, in a form of a screw pinch, fed
by electrodes, replaces the central rod of the standard spherical torus experiments. During
the experiment, the plasma emits photons, which are captured by six cameras arranged
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with cylindrical symmetry. The accurate study of laboratory plasma dynamics with optic
tomography could either provide useful information on the dynamics of plasma confinement,
and on some astrophysical systems, where, though at a completely different scale, similar
phenomena occur.

2 3D Radon transform

The extension of the Fourier slice theorem to higher dimensions, in particular to 3D, enables
direct reconstruction of 3D objects employing a 3D Radon transform, that are sets of 1D
projections or parallel line integrals of a function f(x, y, z) representing the object, onto planes
spanning all the possible normals in 3D [4]. The Fourier slice theorem in 3D guarantees that
the image itself is the inverse 3D Fourier transform of this 3D Radon transform. In this work,
the images captured by a set of cameras play the role of a discrete 3D Radon transform.
The effectiveness of the procedure is displayed in Figure 1, which reports the six pictures
captured by six cameras with cylindrical symmetry (a) and the related 3D reconstruction
of the distribution of plasma (b) in one time instant. Similar pictures are obtained in other
time instants and reported in Figure 1 (c).

3 Conclusions

We have summarized an approach to computed tomography that employs the extension of
the Fourier slice theorem to 3D. We have displayed that six pictures captured by cameras
arranged in cylindrical symmetry enable a meaningful 3D reconstruction of the plasma spatial
distribution in the PROTOSPHERA experiment at different time instants.

Figure 1: a) Pictures recorded by the six cameras at a given time instant of the PROTOSPHERA experi-
ment and b) 3D reconstruction of plasma distribution c) reconstruction at different time instants
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Abstract: European Green Deal and the resource independence from the non-EU countries require the 

development of modern and flexible solutions allowing to process different types of waste and re-cover as 

much secondary resources as possible. Life cycle assessment (LCA) is a tool that can be used identify and 

quantify the environmental effects and hotspots of products or processes in their whole life cycle, including 

mining, processing,  manufacturing, transportation, distribution, utilization and recycling. The implementation 

of an LCA-based study can be a powerful tool when applied during the development of new technologies and 

can contribute to the improvement of the existing processes, as it provides a multi-disciplinary overview on 

the most important environmental loads associated with the developed recycling technologies. The presentation 

will be focused on the application of LCA methods to identify and minimize the negative impact of the 

recycling technologies. 
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Abstract: Application of HSC Chemistry 9 software to design of hydrometallurgical process of germanium 

recovery is presented. Flowsheet simulation module SIM was applied for the design of preliminary 

technological flowsheet. The technology is composed of two main parts. The first one is leaching of copper-

cobalt cake containing ca. 200 ppm germanium as well other component like zinc, copper, cadmium, nickel, 

cobalt, lead followed by subsequent precipitation with tannic acid to get germanium-tannin preconcentrate. In 

the second one preconcentrate is further processed to obtain final product – germanium concentrate containing 

>10% germanium. The aim of the study is to design technological process consisting of the sequence of unit 

operations and use HSC Sim software to further develop the process as well as to calculate mass balances. 

Final results will be the base for further development of the process during piloting stage as well as during 

calculation of process costs and design of the final industrial installation. 

Keywords: germanium, process development, leaching, precipitation, HSC Chemistry 

1. Introduction  

HSC Chemistry is a software toolkit developed originally by company Outotec, which is 

now known as Metso Outotec. Its primary purpose is to perform calculation of chemical 

reactions and equilibria using built in database as well as user data. The software consists of 

several different modules like: Reaction Equations, Heat and Material Balances, Equilibrium 

Compositions, H, S, Cp Estimates, which might be useful at different stages of chemical 

operation design. One of the modules - Flowsheet Simulation (Sim) - may be used the design 

of the whole chemical process as it allows to combine calculation of several unit operation 

in one technological cycle. This module allows design of the almost whole metallurgical 

process – from mineral processing stage to final products, including also pyrometallurgical 

and hydrometallurgical operations as well as phase separation units.  

2. Description of the process  

Designed process is composed of the series of unit operation. Technological scheme is 

presented in Figure 1. In the first stage copper-cobalt cake (composition provided in Table 1) 

is leached under non-oxidative conditions in 15 wt.% aqueous solution of sulfuric acid. 

Then, suspension is filtered using pressure filter press. The cake is also washed with water. 

Filtrate then may be used for recovery of cadmium, zinc, nickel and cobalt, while the solid 

phase is directed to the second stage of the process, where it is subjected to oxidative 

leaching (using air) in 12.5 wt. % aqueous solution of sulfuric acid. Obtained suspension is 

 

Table 1. Composition of the copper -cobalt cake 

Element Cu Cd Zn Pb Ni Co Ge Moisture 

Content [wt.%] 24.7 21.2 16.3 4.50 3.96 3.22 231 ppm 38.7 
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filtered. Cake after the 2nd stage may be used for lead recovery, while solution is directed to 

the next stage in which germanium is precipitated from solution using tannic acid. 

Suspension of germanium-tannin preconcentrate is filtered, while solution may be directed 

to copper recovery technology. Then, the preconcentrate is dried and combusted in air to 

obtain final germanium concentrate. 

 
Figure 1 Scheme of simulated process prepared in HSC Chemistry 9 software (Sim module) 

3. Process simulation  

The aim of the study is to simulate design process based on obtained experimental results as 

well as on bult-in thermodynamic data and to compare experimental composition of streams 

with simulated ones (Table 2). Simulation was based on the presence of the following species 

in the process: H2, O2, N2, H2O and CO2 in gas phase, H2O, Cd2+, Cu2+, Zn2+, Ni2+, Co2+, 

Ge(OH)4, HGeO3
-, H2SO4, SO4

2-, H+ in aqueous phase as well as Cd(OH)2, Cu, Cu2O, Zn, 

PbO, CuSO4·5H2O, CdSO4·2.667H2O, ZnSO4·7H2O, NiSO4·7H2O, CoSO4·7H2O, Ge, 

GeO2, PbSO4, Co and Ni in solid phase. 

Table 2. Composition of solid and aqueous phases based on experiments and simulation 

Element Cu Cd Zn Pb Ni Co Ge 

CuPbGe cake 

Experimental 57.5 2.50 3.24 9.70 2.15 1.73 420 ppm 

Simulated 72.4 0.14 0.10 13.2 0.03 0.02 630 ppm 

Pb cake 

Experimental 2.60 1.86 2.57 33.3 0.05 0.01 410 ppm 

Simulated 0.09 <0.01 <0.01 60.7 <0.01 <0.01 623 ppm 

 

Preliminary results indicates that there are quite significant differences between 

experimental results and simulated ones. Simulated results are based only on thermodynamic 

calculations and does not include effects associated with reaction kinetics or occlusions. 
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Abstract: Adaptive structures can reduce the use of material by changing their shape and redistribute

stresses. They are equipped with sensors and actuators to do so and the most recent research is focusing on

their design and performance.

The redundancy distribution, based on the concept of static indeterminacy, provides insight into the load-

bearing behavior of structures. It can be used to describe the effects that changes in topology and materiality

have on stresses from constraint and resulting deformations in structures. Making use of the properties of

both redundancy distribution as well as adaptive structures, methods to detect and identify structural failure

are examined by analyzing a series of varying structures and possible failure modes. Special focus is given to

the localization of the failure and its extent. In conclusion of the results, early detection of structural failure

in adaptive structures can be an opportunity for timely and targeted reaction and therefore, safer and more

reliable structures.

Keywords: structural failure, failure detection, adaptive structures, redundancy

1 Introduction

Adaptive structures are an advanced technology using sensors and actuators to change shape
and redistribute stresses, reducing the mass required for the structure and ultimately saving
costs and resources. However, as with any new technology, safety considerations are impor-
tant, particularly when it comes to structural failure. The sensors and actuators in adaptive
structures offer a unique opportunity to monitor structural health and detect potential failure
at an early stage, allowing for timely repair and support measures.

2 Methods

The redundancy matrix, as proposed by Bahndorf [1] and derived for frame structures by von
Scheven [2], is a system describing matrix that provides information about the redundancy
distribution in a structure and thus on the contribution of each individual structural element
to its static indeterminacy. By quantifying the constraint on each element exerted by the
surrounding structure, the redundancy matrix grants insight into the load-bearing behavior
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of the structure. Thus, Chen et al. [3] proposed the application of the matrix for load path
analysis and derived a formula for updating the redundancy matrix in case of member loss.
This lays the foundation for investigations on the detection of structural failure of elements
and changes in element properties due to changes in the redundancy distribution.

3 Numerical Examples

A study is conducted on various systems, with different topologies and materials. Structural
analysis and the implementation of the redundancy distribution are carried out both for
the original systems, as well as for variants with missing or damaged elements. Aiming
for detectability measures, changes in stress distribution and deformations for general load
cases and changes in the redundancy distribution of the system are analyzed. In addition,
methods utilizing the properties of adaptive structures are tested to assess the effectiveness
of detecting and identifying structural failure.

4 Conclusions

The results imply that the redundncy matrix is a promising tool for detection and identifi-
cation of structural failure in adaptive structures. Early identification of damage provides
the opportunity for instant counter-action. This method has the potential to raise the level
of safety in adaptive structures. Further research on this topic is needed to validate and
optimize the proposed methods.
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Abstract: The global water supply represents 7% of the global energy consumption. Considering the

evolution of the energy tariffs, reducing the energy consumption of water supply systems (WSS) has never

had a more significant impact. From the three main operating areas in WSS, the pump operation is the

most critical one, since 70% of the energy consumption in WSS is represented by the energy consumed in

pumping stations due to water pumping. This high energy consumption makes pumping stations’ energy

efficiency a critical factor in terms of the sustainability of water management entities, promoting the adoption

of smart solutions capable of reducing costs. The efficiency of the pump operation can be improved directly

through the mathematical formulation of the pump scheduling problem and there are several mathematical

formulations for this optimization problem. However, there are no comparative studies between them, and

since each WSS system has different physical characteristics, each formulation may result in a different

performance for the same WSS. As a consequence, it is still an open question which formulation is the most

efficient and robust for this particular problem. This work aims to present a comparative study of the three

WSS problem formulations.

Keywords: Pump Scheduling, Optimization Models, Water Supply Systems

1 Introduction

A water supply system (WSS) is a vital infrastructure that transports water from sources to
consumers in the required quantity and pressure [1]. It plays a crucial role in urban areas,
with the primary goal of delivering clean drinking water from water treatment plants to
end-users [2].

Energy efficiency in WSS is crucial for the sustainability of water management entities and
requires the implementation of smart solutions to reduce costs. As these costs continue to
rise faster than inflation, managing energy operations becomes increasingly complex and
cannot be solely reliant on the know-how of experienced employees. The operation of WSS
is typically guided by operating rules that balance competing objectives such as minimizing
operational costs, energy use, and flood risk while maintaining water quality. In terms of
energy costs, the pump operation of pumping stations is the most critical aspect, since it
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represents 70% of the WSS energy consumption. Historically, the optimal pump schedul-
ing problem has been formulated as an implicit control problem or as an explicit control
problem. In the implicit formulations, the decision variables relate to system characteristics
that are controlled by external stimuli, such as pump flows, pressure, water tank levels. In
contrast, in explicit formulations, pumps are directly controlled through its scheduling and
the decision variables are related to pumps’ operation times. This formulation type can be
further divided into two categories: time-position-restricted and time-position-unrestricted.
In all formulations for this optimization problem, the objective is to minimize the cost of
energy consumed by pumps during the total time horizon, which is typically 24h. There are
several constraints that could be considered, including maintaining minimum and maximum
water levels in tanks, limiting the number of pump startings during the total time horizon,
conservation of the system’s mass and energy in terms of flow q, ensuring minimum pressures,
etc. Although there are several mathematical formulations for this optimization problem,
there are no comparative studies between them.

2 Aim

This work’s objective is to quantitatively compare three explicit formulations, being them
two time-position-restricted and one time-position-unrestricted. Three case studies were
implemented and the key performance indicators (KPIs) used to evaluate each formulation
performance include the number of decision variables, processing time, number of objective
function evaluations, and objective function value.
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Abstract: Environmental sustainability has been increasingly present in our daily lives. Over the years, the 

environmental impact caused by anthropogenic sources such as the use of fossil fuels in the production of 

electricity has had devastating consequences for nature and for human beings. However, today it is possible to 

observe a paradigm shift in electrical energy production. Investments in renewable energy sources such as 

solar, wind, geothermal or hydroelectric power are increasingly a clean and viable alternative. 

However, the need to store large amounts of energy in periods of energy availability and recover it in periods 

of energy consumption is still a problem. New storage technologies are often impractical in aspects such as the 

amount of energy, durability, and efficiency, making them unprofitable. With this, energy type conversion 

technologies, for example, pump storage, which accumulates gravitational potential energy by converting it 

into electrical energy can be a solution. The objective of this work is to create a parameterized computacional 

model of Pump Storage technology in order to controlate to the amount of energy to be collected, its efficiency, 

and the availability of energy and taking to account the price of electricity in the market as well. 

Keywords: Energy, Pump storage, hydroelectric, energy tariffs, computacional model  

1. Introduction  

In recent years, measures aimed at the development of clean technologies have been a strong 

bet for the decarbonization of the energy sector, diversification of electricity production, and 

a reduction in foreign energy imports, improving national energy security. However, the 

biggest problem with the production of renewable energy is its high intermittency. Natural 

energy conversion technologies for electrical energy production such as wind turbines or 

photovoltaic panels are dependent on their primary energy, wind, and solar radiation, 

respectively, which limit continuous production for long periods. Thus, rather than installing 

more renewable energy, it is essential to look for ways and alternatives to store that energy. 

Pump storage technology is a water storage technology between two reservoirs, with 

different levels, which storage gravitational potential energy and, when necessary, converts 

it into electrical energy. 

2. Extended abstract content 

This work aims to develop an energy storage model using a hydraulic system: Pump Storage. 

The computacional model in question has the primary characteristic of being a parameterized 

model, representing any operating situation. The aim is thus to evaluate the operating 

scenarios whether on a small scale or in a more urbanistic aspect and analize their sensitivity 

to different storage values. A study is also carried out on the complementarity of this system 

and for several different daily energy markets, maximizing gains from the difference in 

purchase and sale prices of energy. 

mailto:flaviosilva99@gmail.com
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4. Conclusions 

The model developed estimates the sensitivity of a pump storage system in different 

scenarios. Predictably, its viability is proportional to the size of the system, that is, larger the 

storage capacity, larger the energy, and its financial return. Regarding profit maximization, 

the model is able to assess the complementarity between market energy prices and the need 

to recover energy to determine its operating range. 
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Abstract: Water supply systems (WSS) are energy intensive infrastructures encompassing water storage

tanks and pumping systems to deliver water to consumers. Due to the current challenges facing the water

sector, especially the rising of energy prices, improving the operational efficiency of WSS is paramount. Water

utilities that are willing to participate in demand-side management programs can reduce their energy costs

by implementing cost-effective load management strategies. These strategies include shifting the operation

of pumping loads when time-differentiated energy prices are available, investing in on-site renewable energy

generation and storage systems, such as batteries, while satisfying the consumers’ demand. Since the WSS

operational decision process must be fast and dynamic, in some cases almost near real-time, the successful

implementation of these strategies calls for appropriate tools to support decision making. Therefore, the

aim of this work is to develop a mixed-integer nonlinear programming (MINLP) model addressing in a

comprehensive manner the demand side flexibility of WSS operation by making the most of the integrated

resources management (e.g., water quantity, local renewable generation, shiftable pumping loads, water

storage tanks, energy bought from the grid considering time-differentiated energy prices and storage systems)

to reduce energy costs. Computational results on a case study are presented, showing the effectiveness of

the proposed approach.

Keywords: Water supply systems, demand-side management, integrated management of resources, mixed-

integer nonlinear programming model, load management strategies.
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Abstract: With the continuous increase of energy prices, the nexus water-energy needs a solution for the

efficiency increasing of water distribution systems. Decision support systems and hydraulic simulators, such

as EPANET, have proven to be a solution for several years. However, the experience has showed that

these hydraulic models are too complex and require a high computational effort for both development and

calibration. In order to mitigate this problem, Machine Learning (ML) have been used. In this study,

supervised learning ML models are analyzed and compared to EPANET performance. It is expected to

contribute with a faster, more accurate and with lower associated development costs model.

Keywords: Water distribution systems, energy, Machine Learning, modelling, optimization, pump schedul-

ing.

1 Introduction

As society evolves through time, the use of resources increases. Water is the main resource
indispensable for life, and its increasing demand has directly increased the energy usage for
its distribution. Therefore, the need to efficiently distribute and manage these two resources
is the foremost important goal of recent times. This need led to the development of decision
support systems (DSS) to optimize water distribution, and hydraulic simulators as for exam-
ple EPANET. These systems allow to model the real system and optimize it. However, these
have limitations such as the complexity of calibration and the high computational effort, in-
creasing the costs of the operation. To mitigate these disadvantages smart predictive control
models have been developed recurring to advanced technologies such as Machine Learning
algorithms to reach an optimal control of the water distribution. These models can learn
from experience (data samples) and develop a prediction.

2 Methodology

In this work, different architectures of machine learning models are analyzed for their ef-
fectiveness in predicting and optimizing water distribution. Supervised learning models are
used in three case studies. These models are trained and validated on data sets of historical
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water usage patterns and evaluated based on their ability to make an accurate prediction
when compared to EPANET. It is intended to also use energy price variation to optimize
the pump control schedule, lowering the cost of the operation.

3 Conclusions

The expected conclusions of this study are of a fastest, more accurate, and less expensive
model for the water distribution problem. These achievements are useful for water utilities
and other stakeholders in the water industry, as they can use the insights from this study to
choose the most appropriate solution for their specific needs. The study also contributes to
the academic community with the use of machine learning in smart water systems and the
development of more advanced and effective water distribution technologies.
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Abstract: Water supply systems (WSS) are essential infrastructures that ensures reliable and safe distri-

bution of water. An important feature of these systems is the implementation of efficient pump scheduling

operations that minimize energy costs, while respecting the network’s constraints (e.g., water tank levels,

minimum pressures). An optimal predictive control requires an accurate representation of the system, which

can be achieved by using a digital replica (i.e., a digital twin) which allows simulating or forecasting the sys-

tem’s states. For an effective and efficient pump control, the system needs to be able to integrate data streams

from several sources, such as sensors and prediction models, driving the design of service-based frameworks.

The original contribution of this work is to present a multiservice framework that aggregates data from

several sources, and a smart predictive digital twin for pump scheduling. The developed system assesses the

performance of each service and its corresponding contribution to the overall system’s performance.

Keywords: Digital Twins, Water Supply Systems, Forecasting, Multiservice Frameworks, Model Predictive

Control, Machine Learning

1 Introduction

Recently, virtual representations of physical systems, commonly known as Digital Twins,
have emerged as powerful tools in a multitude of disciplines that require emulation of com-
plex real-world systems. In the field of Water Supply Systems (WSS) several studies have
been made on the implementation of Digital twins, for example, for the prediction of in-
frastructure performance [1], water leakage control [2]. In regard to WSS, Digital Twins
could be combined with optimal control techniques, such as model predictive control, for the
execution of pump scheduling. Due to the nature of existing WSS, real-time processing is
considered to be in the order of minutes, which makes model predictive control a suitable
option. In addition to the control paradigm, WSS increase the complexity of the problem by
the need of integrating multiple sources of information that need to be processed. SCADA
or simlar technologies are often used for handling the streaming of data from several sensors
throughout the water system network. Designing a framework that handles large amounts of
information (big data), and ensures data interoperability, impacts factors such as scalability,
observability, and cost, as discussed in [3]. In addition to sensor data, the system could
incorporate data from prediction models, such as forecasts of water demand, energy cost,
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and weather. This culminates in the design of multiservice frameworks, in which the system
uses several modules that function independently, but work towards the same goals.

2 Proposed solution

This research presents a smart predictive digital twin integrated in a multiservice architecture
that aggregates data from several sources (sensors and model outputs), and manages pump
controls, minimizing costs. The proposed system is implemented in a real-time context and
the predictive digital twin (which will be a machine learning model) is trained with simulated
data (from EPANET software [4]) representing the real-world physical system. The system
deploys models that predict water demand in each water junction, power cost, and the digital
twin itself which uses the previous data to forecast tank levels, and energy used by pumps.

3 Conclusion

The developed multiservice system is capable of scheduling efficient pump controls that
minimize energy costs, while respecting the WSS’s constraints. Data management in services
facilitates an independent evaluation of each model’s performance. It also makes it possible
to monitor the impact of each module on the overall system performance. This consequently
helps in optimal resource and time allocation during development of each component.
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Abstract: In this contribution, the complex process-structure-property-performance relationships occurring

in octet lattice cell structures produced by means of laser-based powder bed fusion of metals are investigated.

First, an empirical procedure suitable to define a SS 316L lattice material model is introduced and validated,

then, an image-based numerical characterization of a 3D printed octet lattice cell is presented.

Keywords: Laser powder bed fusion, lattice structure, tensile test, numerical modeling, immersed boundary

methods

1 Introduction

Numerical characterization of 3D printed lattice structure mechanical behavior is a challeng-
ing task due to the inhomogeneous material micro-structure and the complex geometry of
these components. In the first part of the present contribution, an empirical, multi-scale
procedure suitable to define a SS 316L lattice material model is presented and validated. In
the second part, we address the geometrical issues of lattice components.

2 Methods and Contents

Figure 1: Experimental and numerical strain values comparison [1]

Multi-scale methodology for stress-strain response Starting from micro-indentation
measurements, the yield stress and the Young modulus of the 3D printed material are ob-
tained at nodal and truss locations on two different planes: the former parallel to the building
direction and the latter perpendicular to the building plane. By means of an exponential
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plastic law the micro-indentation measurements are used to define four isotropic material
models. Experimental tensile tests were conducted using Digital Image Correlation (DIC)
technique showing that the actual mechanical behavior of a lattice tensile specimen lies
between the numerical curves [1] (see, fig. 1).

Image-based numerical characterization It is well known form the literature that the
elastic behavior of lattice structures is dramatically underestimated when computed on the
as-designed geometry. Therefore, the actual 3D printed geometry as acquired for instance by
Computed Tomography (CT) scan has to be used for the analysis. However, such a geometry
can be very challenging to mesh, thus an efficient immersed boundary method, namely the
Finite Cell Method (FCM), has been employed to perform accurate numerical simulations
of 3D printed lattice components [2] (see, fig. 2).

Figure 2: Von Mises stress distribution on a 3D printed octet lattice cell structure [2]

3 Conclusions

By exploiting different numerical and experimental approaches this work aims to shed lights
on the complex process-structure-property-performance relationships occurring in octet lat-
tice cell structures.
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[1] Magarò P., Alaimo G., Carraturo M., Sgambitterra E., Maletta C., A novel methodology
for the prediction of the stress-strain response of laser powder bed fusion lattice structure
based on a multi-scale approach. Material Science & Engineering A, 2023.

[2] Korshunova N., Alaimo G., Hossein S.B., Carraturo M., et al., Bending behavior of octet-
truss lattice structures: Modelling options, numerical characterization and experimental
validation. Material & Design, 2021.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Parametric shape optimization for combined additive-subtractive
manufacturing

Lorenzo Tamellini∗

∗ Istituto di Matematica Applicata e Tecnologie Informatiche
Consiglio Nazionale delle Ricerche

Pavia, Italy
e-mail: tamellini@imati.cnr.it

Abstract: In the industrial practice, additive manufacturing processes are often followed by post-processing

operations such as heat treatment, subtractive machining, milling, etc. to achieve the desired surface quality

and dimensional accuracy. Hence, a given part must be 3D-printed with extra material to enable such

finishing phase. This combined additive/subtractive technique can be optimized to reduce manufacturing

costs by saving printing time, reducing material and energy usage. In this work, a numerical methodology

based on parametric shape optimization is proposed for optimizing the thickness of the extra material,

allowing for minimal machining operations while ensuring the finishing requirements. The computational

effort induced by classical constrained optimization methods is alleviated by replacing both the objective

and constraint functions by their sparse-grid surrogates. Numerical results showcase the effectiveness of the

proposed approach.

Keywords: Additive manufacturing, machining, parameteric shape optimization, constrained optimization,

surrogate-based optimization, sparse grids

References

[1] L. Tamellini, M. Chiumenti, C. Altenhofen, M. Attene, O. Barrowclough, M. Livesu,
F. Marini, M. Martinelli, and V. Skytt. Parametric Shape Optimization for Combined
Additive–Subtractive Manufacturing. JOM - The Journal of The Minerals, Metals &
Materials Society, 72:448–457, 2020



 VII ECCOMAS Young Investigators Conference 

YIC2023 

19-21 June 2023, Porto, Portugal 

 

Establishing and optimising structure-property linkages based on 

statistical descriptors 

Raßloff, Alexander*; Seibert, Paul; Schmidt, Benjamin; Kalina, Karl A. and Kästner, Markus 

 

Institut of Solid Mechanics, Technische Universität Dresden, Dresden, Germany 
*e-mail: alexander.rassloff@tu-dresden.de 

 

Additive manufacturing (AM) has a large potential but is still in the state of ongoing research 

and development as even small variations in the manufacturing process can have a 

significant impact on the resultant structure in terms of volume defects, surface 

characteristics or the microstructure. These, in turn, strongly influence the mechanical 

properties. This is why understanding the structure-property relationships is key for 

exploiting the full potential of AM [1]. 

In this contribution, we propose a general framework to computationally investigate the 

microstructure-property linkages. For deriving profound correlations, large databases are 

necessary. Experiments alone are prohibitively expensive. Therefore, computational 

augmentation is employed to allow for data-driven approaches. The general framework 

consists of four steps: (1) characterisation of microstructure images by translation-invariant 

descriptors by MCRpy [2], (2) reconstruction of three-dimensional microstructures from the 

descriptors by MCRpy [2], (3) numerical simulations to compute mechanical properties and 

(4) correlation of descriptors and properties and prediction/identification of descriptors of 

further microstructures for improved quality of the correlation. Step 2 is repeated. 

This framework is applied and presented at the example of microstructure with hard 

precipitates of variable position and morphology in a softer matrix. For this purpose, a 

synthetic initial database of microstructures and corresponding properties is created using 

DREAM.3D [3]. Here, mechanical properties, such as yield strength, Young’s modulus and 

fatigue indicator parameters are considered. Augmenting this small dataset by in silico 

reconstructed microstructures and their simulated properties allows for deriving improved 

structure-property linkages and, thus, predicting predicting properties or finding potentially 

optimal microstructures. 
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Abstract: In this study, the fused filament fabrication (FFF) process is modeled numerically to investigate 

residual stresses in the printed strand. In the FFF process, polymer filament is melted in the liquefier and molten 

polymer is extruded through the nozzle. The molten polymer flow is then deposited on the print bed with the 

nozzle traveling at a certain printing speed. In this study, the print bed is modeled as a rigid body that travels 

with prescribed print velocity, and the nozzle is kept stationary. For the modeling of the polymer flow through 

the nozzle, non-Newtonian and viscoelastic material models are used. To predict residual stresses in the printed 

strand, non-isothermal, thermo-mechanical flow simulations are performed. The free surface is resolved using 

the arbitrary Lagrangian-Eulerian (ALE) method. The effect of various printing process parameters such as 

nozzle temperature, bed temperature, printing speed, etc. on the residual stresses is investigated using 

simulations. The results obtained from the simulations are validated using experiments. The simulation results 

are in qualitative agreement with the experimental results.     

Keywords: Fused filament fabrication, 3D printing, viscoelastic flow, residual stresses, arbitrary Lagrangian-

Eulerian (ALE) method    

1. INTRODUCTION  

The FFF process is the most popular additive manufacturing process which is also popularly 

known as the 3D printing process. In this process, material in the form of either filament or 

granules is fed into the liquefier. The material is heated through the resistance heating and it 

melts down. The molten material extrudes through the nozzle and deposits on the print bed. 

Once the printing of the layer is completed, the print bed is lowered and another layer of 

printing begins. This is how layer by layer printing of the part is done.   

 

Figure 1 Schematic diagram of FFF process 

Various researchers have performed fully-resolved simulations of the FFF process [1-3]. The 

residual stress prediction using a viscoelastic material model is not done in the literature so 

far. In this study, we aim to perform viscoelastic flow simulations to predict the residual 

stresses in the printed strand. In addition to that, we aim to perform a parametric study 

regarding the effect of various printing process parameters i.e. nozzle temperature, bed 

mailto:mehul.lukhi@unibw.de


7th YIC Edition | ECCOMAS Young Investigators Conference 2023 

temperature, printing speed, and cooling rate on the residual stresses. The simulation results 

are validated through the experiments.   

2. Simulation Method 

The simulation model for the molten polymer flow through the nozzle and deposition of the 

molten polymer flow on the print bed is shown in Fig. 2. For the modeling of the extrusion 

of the molten polymer, only the partial part of the nozzle which is filled with molten polymer 

is considered. The conical part of the nozzle is included because the molten polymer flow 

gets squeezed there and then it extrudes from the nozzle orifice. Appropriate flow and 

thermal boundary conditions are prescribed in the simulation model. The non-Newtonian 

and viscoelastic material models are considered in this study. The material parameters for 

the constitutive models are obtained using the rheological data available in the literature [4].  

The print bed is modeled as a rigid body that travels with prescribed velocity. The free 

surface is resolved using the ALE method. The contacts between the free surface and the 

print bed, the free surface, and the external part of the nozzle are defined. For simulations, 

the commercially available Ansys Poly flow package is used. The residual stresses are 

extracted from the simulation results. 

 

Figure 2 Simulation model of the FFF extrusion process 
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Abstract: The present work aims at applying uncertainty quantification methodologies to solve the

limited knowledge of simulation parameters and mechanical behavior during additive manufacturing of metal

components. To this end, we combine the computational efficiency of the sparse-grids matlab-kit algorithm

with the performance of the Multi-Index Stochastic Collocation (MISC) method and build multi-fidelity

surrogate models. In particular, we propose two MISC models to study uncertainties during the simulation

of additive manufacturing with laser-based powder bed fusion technology of an Inconel 625 super-alloy beam.

Keywords: uncertainty quantification, additive manufacturing, Multi-Index Stochastic Collocation method,

sparse-grids.

1 Introduction

In recent years, Additive Manufacturing (AM) for the production of metal components
with complex geometries and remarkable mechanical performance has grown widely, with
a market potential of several billion dollars. Among the various Metal AM technologies,
the most popular are those based on powder bed fusion. In the present work, the focus is
on the Laser-Based Powder Bed Fusion of Metals (PBF-LB/M) technology. In PBF-LB/M
processes, metal powder particles are distributed on a build plate and selectively fused by a
high-density laser source that follows a predefined scan path based on a 3D computer-aided
design (CAD) model. Due to the inherent variability of process parameters (e.g., powder
particle radius, mechanical properties of the powder particles, physical-chemical properties
of the material), several sources of uncertainty hinder the knowledge of the variability of
these processes. A key to addressing the above uncertainties is the adoption of Uncertainty
Quantification (UQ) techniques during the AM process. The present work aims at applying
UQ methodologies for the simulation of a PBF-LB/M process. For this purpose, we use
Multi-Index Stochastic Collocation multi-fidelity surrogate models.

2 Multi-fidelity UQ methodology

The present work focuses on exploiting UQ techniques for accurate thermomechanical simu-
lation of the PBF-LB/M process of an Inconel 625 beam (Figure 1). For this purpose, we take
advantage of the computational efficiency of the sparse-grids matlab-kit algorithm and the
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performance of the Multi-Index Stochastic Collocation (MISC) method to construct multi-
fidelity surrogate models. In particular, we build a MISC model to calibrate and reduce
the uncertainties of the activation temperature of the new layer and the powder convection
coefficient, using an inverse Bayesian UQ approach. Afterwards, we use the calibrated and
reduced parameters to build a second MISC model to accurately predict the residual strains
of the beam, using a posterior-based forward UQ approach.

Figure 1: Inconel 625 beam model used for uncertainty quantification in PBF-LB/M simulations.

3 Results and Conclusions

We presents an inverse and forward UQ approach for accurate simulation of PBF-LB/M
processes by studying the uncertainties involved. For this purpose, we use MISC multi-
fidelity surrogate models that require lower computational cost than purely high-fidelity
models. The results show that the application of inverse Bayesian UQ approach allows us
to calibrate the activation temperature parameter and reduce the uncertainty of the powder
convection coefficient. Based on these results, we show that with the posterior-based forward
UQ approach, we are able to reduce the uncertainties in the prediction of residual strains
by 98.3%. Furthermore, to computationally and experimentally validate our MISC models,
we compare our results with those of the National Institute of Standards and Technology
experiment.
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Abstract: To enable a numerical WAM welding power prediction, a PID control function was combined

with numerical welding simulations. This combination made it possible to adjust the welding power in order

to reach a constant molten pool depth. The desired molten pool depth was experimentally determined.

Based on a wall structure, the power prediction could be successfully tested.

Keywords: FEM, WAM, numerical welding power prediction

1 Introduction

Wire-Based Additive Manufacturing (WAM) enables the production of large near net shape
component geometries. This makes WAM particularly interesting for industrial applications.
The high heat input caused by the welding process, however, can lead to process instabilities.
In order to avoid such instabilities, it is necessary to adapt the welding power to the current
component temperature. This adaptation can be done in different ways. One attempt is
to combine a control loop with FEM welding simulations. Numerical welding simulations
can calculate the temperature field caused by the welding process. The control loop then
uses the calculated maximum temperature from the simulation to adjust the welding power
accordingly [1]. Besides the maximum temperature, it is also possible to use the width of
the molten pool as an input for the control loop [2].

2 Method

This work is based on reference [3] and focuses on the implementation of a WAM-specific
power prediction method in the FE-Software LS-DYNA. LS-DYNA provides a PIDCTL
keyword which makes it possible to use a PID (proportional-integral-derivative) control loop
function within the simulation software. External control tools, as they were used in [1]
and [2] are no longer required. The calibration of the PIDCTL function was done based
on experimentally determined results. In the experiments, a single seam was applied to
a vertical aluminum substrate plate (Layer 1 in Figure 1 (b)). Therefore, a TIG welding
process was used. The power of the welding process was varied until a visually good-looking
seam was achieved. To ensure a valid calibration at different operating points the experiment
was repeated at four different substrate preheating temperatures. In the end, the average
penetration depth of the reference seams was 0.75mm. Seams welded with too much/too
little power showed a higher/lower penetration depth. After the experiments, the welding
process of one reference seam was simulated using LS-DYNA. Thereby, the parameters of
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the PIDCTL function were adjusted so that a constant penetration depth of 0.75mm was
achieved. This is made possible by the use of a temperature sensor in the simulation software.
As schematically shown in Figure 1 (a), the sensor continuously measures the temperature
of all nodes at a penetration depth of 0.75mm. In case the measured temperature deviates
from the liquidus temperature of the material, the control function adjusts the power. This
ensures a constant penetration depth of 0.75mm.

3 Validation

The calibration of the control loop was done based on a single seam on top of a vertical
substrate plate. In the next step, the calibrated PIDCTL function was used to numerically
predict the optimal welding power for six further seams (Figure 1 (b)). A cross section
micrograph of the produced wall structure can be seen in Figure 1 (c). As required, the
width of the welds corresponds to the width of the substrate plate. Thus, the welding power
prediction led to the desired result.
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Abstract: In this contribution, the role of structural stiffness in the design of adaptive structures is dis-

cussed. The focus is on displacement controlled structures. More specifically, the actuation effort should

be minimized. The hypothesis is that this can be achieved by making the structure as stiff as possible

against external loads and as flexible as possible against the effect of actuation. An optimization problem is

formulated and an analytical case study is compared and tested with other strategies [2].
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1 Introduction

Adaptive structures offer the possibility of saving material and thus reduce climate-damaging
emissions. By using actuators, it is possible to use smaller cross-sections than in traditional
structures and still comply with displacement or stress limits [1]. If only the displacements
are controlled in such adaptive structures, their stiffness is the key factor. Thus, by tailoring
the stiffness, mass savings compared to traditional structures can be achieved, while, at the
same time, keeping the actuation effort low. To minimize the actuation energy, it is necessary
to obtain an optimal solution that fulfills the competing objectives of the structure: It should
be as stiff as possible against external loads, but also as flexible as possible for the actuation
effect [2].

2 Analytical case study

2l

h0

Fact

q

α

Figure 1: Tapered beam

Figure 1 shows a tapered beam with single force actuation. By the tapering constant α, the
volume, respectively mass, can be distributed differently. center displacement wl is controlled
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by setting a displacement limit of ŵ = 0.01 m. As a constraint for the following optimization
problems, the volume is set to V = 1.0 m3. Thus, the structure cannot passively comply with
the displacement limit. This very simplistic problem is chosen, because both the analysis
and the underlying optimization problem are accessible to exact analytical solutions. For the
hypothesis discussed at the beginning, the objective function is formulated as follows. The
displacement difference in the numerator ∆w = wpass − ŵ should be as small as possible. The
displacement wact produced by a unit actuation Fact = 1 in the denominator, however, should
be as large as possible. In other words, the structure has to be stiff against the external load
q and flexible against actuation. This can be achieved by minimizing the ratio between ∆w

and wact. The corresponding optimization problem reads

Objective function: wpass−ŵ
wact

Design variable: α

Constraints: V = 1.0 m3

The optimization results in α = 0.54. To satisfy the displacement limit, Fact = 13.56 kN is
required.
Now, a holistic optimization problem is formulated. In this, Fact is included from the begin-
ning and can be formalized as follows:

Objective function: Fact

Design variable: α, Fact

Constraints: wl ≤ ŵ and V = 1.0 m3

This optimization approach yields exactly the same solutions for α and Fact as the previous
one.

3 Conclusions

The initial hypothesis that the design of an adaptive load-bearing structure should be as
stiff as possible with respect to the external load and as flexible as possible for the load
case actuation has been validated in the given scenario. For analytical and numerical exam-
ples, this approach is identical to minimizing the actuation force. In addition (not explicitly
shown above), actuation forces are lower than when the actuation is fitted to an optimized
(stiffness-maximizing) passive structure. In other words, holistic approaches are superior [2].
This work was conducted in the framework of the Collaborative Research Center 1244
Adaptive Skins and Structures for the Built Environment of Tomorrow funded by the
Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under project num-
ber 279064222. The authors are grateful for the generous support.

References

[1] Sobek, W., Sawodny, O., Bischoff, M., Blandini, L., Böhm, M., Haase, W., et al. (2021).
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Abstract: The construction industry causes one-third of energy consumption and emissions and is responsible 

for more than half of resource consumption. As a consequence of still-rising population growth and resource 

scarcity, engineers and architects will have to build for more people with fewer materials and emissions in the 

future to counteract these problems. One promising approach is adaptive load-bearing structures. Adaptivity 

and the integration of sensors, actuators, and materials to manipulate the construction and its characteristics 

(stiffness, geometry, inner forces etc.) cause material savings. The presented work concentrates on the 

possibilities of adaptation of multi-span beams and how these structures can be influenced especially by using 

deformation adaptation 

Keywords: adaptivity, adaptive structures, deformation adaptation, optimization 

1. Introduction  

In the face of climate change and related issues like CO2 pollution, embodied energy, 

exhaustion of resources, and global population growth, the construction of sustainable (ultra-

) lightweight structures is becoming increasingly important. There is a need for new ideas 

and concepts that can combat these global problems and challenges. One such idea is the use 

of active systems and adaptive constructions in lightweight construction, which could be 

significant in finding solutions to a number of these problems [1]. With adaptive systems, 

buildings can be created more complex, with less material and increased comfort of use. In 

general, adaptive structures could also provide over-dimensioning structures to safe material. 

With the integration of multifunctional elements (sensors, actuators, and control), the 

structure will be able to react to different situations and load cases. The complete structure 

can be controlled and manipulated actively. The adaptation is controlled with a specific 

algorithm. Before creating the algorithm, it´s necessary to know which properties of the 

system should be manipulated and what the aim of the adaption is (e.g. reduce deformations 

or tensions). The most important requirement for designing adaptive systems is knowledge 

of variable and modifiable characteristics and their influences.  

2. Load Adaptation: A Case Study 

In previous works different types of adaptation for multi-span beams (stiffness adaptation, 

cutting force adaptation, and deformation adaptation) were already investigated [2]. The 

results show that cutting force and deformation adaptation is significantly more efficient 

than influencing the stiffness. Teuffel and Sobek have already investigated the approach of 

deformation adaptation by support displacements [3], so this approach is also focused on 

here. 
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The optimisation objective is initially to limit or reduce the decisive moment, which means 

that the amount of the field and the support moment should be the same. 

M Field = M Support 

In the first step a support displacement is applied to a two-span beam in order to bring the 

two moments as close together as possible and make them equal. The considered load case 

refers to a 21 m HEA500 beam, which is loaded by its own weight and a single load of 50 

kN. With a load position of the single load at 5 m, a support displacement of only 5 mm 

would have a positive effect on the moment curve and the achievement of the adaptation 

target (see Figure 1). The relevant moment is reduced from 121.4 kNm to 109.6 kNm. 

 

Figure 1: a) moment curve own weight and moving load; b) moment curve bearing displacement; c) 

superposition 

3. Conclusion 

The results show that a support displacement at the middle support can clearly influence the 

cut sizes. For more substantiated results, further load scenarios have to be investigated. For 

the numerical investigations (showed above) analytical solutions must be developed. 

Furtheremore, dynamic investigations have to be carried out, especially with regard to the 

application in the field of bridge construction. The dynamic investigations should 

concentrate on the influence of the mass inertia and the resulting correlations with regard to 

the positioning and actuating times of the actuators. The aim is to implement dynamic 

adaptation in real time, even at high velocities. 
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Abstract

Profile extrusion is a continuous production process for manufacturing profiles from molten
plastic. Especially interesting is the design of the die, through which the melt is pressed to
impart the desired shape. However, due to an inhomogeneous velocity distribution at the
die exit or residual stresses inside the extrudate, the final shape of the manufactured part
often deviates from the desired one. By computationally optimizing the shape of the die, we
aim to avoid these deviations.

We employ Reinforcement Learning (RL) for optimization, which has recently gained increas-
ing interest in the Computational Fluid Dynamics community for tackling different challenges
including shape optimization [2]. RL is based on trial-and-error interactions of an agent with
an environment. For each action, the agent is rewarded and informed about the subsequent
state of the environment. While not necessarily superior to classical, e.g., gradient-based or
evolutionary, optimization algorithms for one single problem, RL techniques are expected
to perform exceedingly well when similar optimization tasks are repeated, since the agent
learns a more general strategy for generating optimal shapes instead of concentrating on just
one single problem.

The feasibility of RL for optimizing profile extrusion dies has already been investigated in
two previous studies [1, 3], obtaining promising results for further research. We will present
a comparison of different (i.e., direct and incremental) shape optimization approaches, as
well as the performance of state-of-the-art learning algorithms.
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Abstract: To avoid manufacturing defects and achieve the accuracy requirements of today’s industry,
high-resolution and efficient numerical simulations are, in most cases, required. In the injection molding
industry, the available simulations are computationally costly and often imprecise, especially during the
filling stage. Designing accurate and efficient simulations is the first step towards the process’ optimization.

In this work, we propose a complete model for the numerical simulation of injection molding for semi-
crystalline polymers. With the purpose of preparing the simulation for solving the inverse problem, the
simulation complexities and optimization potentials are identified. A local mesh refinement in areas of
interest is proposed to increase the solution precision without compromising the computational time.
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1 Introduction

Following the work of Karyofylli [1], in the search for efficient numerical methods for the
simulation of injection molding, we work towards a more accurate solution, including the
temperature problem and extending it for semi-crystalline polymers. In [2], a complete
model for the injection molding representation is presented. Additionally, a study with a 2D
geometry determines the relevancy of each material model. In this work, we apply the model
presented in [2] with a taylored set of the relevant models and analyze the performance of
the simulation in a 3D realistic geometry.

2 Governing equations and solution technique

In the proposed model, the injection molding process is described as a two-phase flow gov-
erned by the transient incompressible Navier-Stokes equations. The temperature, the crys-
tallization for semi-crystalline polymers, and the level-set problems are also introduced to
the system as transport equations coupled to the fluid equations. A detailed description of
the governing equations and solution technique is available in [2]. As proposed in the latter,
some model simplifications are applied in this work. Additionally, stress-induced crystalliza-
tion is not considered. The simulated injected material is a semi-crystalline polypropylene,
modeled as described in [2].

To discretize the governing equations, we use P1P1 finite elements with Galerkin/Least-
Squares (GLS) stabilization. We use space-time elements to discretize the 3D domain. Due
to the complex nature of the problem, fine discretization is a priori required; for our geometry,
we use a mesh with over 1 million elements. To solve such a large problem, the typical
numerical techniques, i.e., preconditioning and relaxation factors, have been applied to our
simulation, adjusting the parameters for faster convergence.
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3 Results

The simulated geometry is provided by the Institute of Plastics Processing (IKV) at RWTH
Aachen University, and it corresponds to the one used for physical experiments at IKV. Initial
and boundary conditions for the problem variables are chosen according to the experimental
conditions. Solving the problem with a time-step of 0.01 seconds, the results obtained are
qualitatively satisfactory. However, the computational times are still far from practical in
an iterative inverse problem solver. The solution time distributions obtained after six time
steps are listed in Table 1 and indicate that the incompressible Navier-Stokes (INS) solution
is the costlier one, representing 87% of the total computational time. In particular, for this
problem, the preconditioning step is very significant. In general, for all the problems, the
system assembly is the most expensive step.

Table 1: Computational time distribution per problem and
solver step, in percentages.

INS Lev Temp Cryst
Form LHS and RHS 45 43 50 37

GMRES 3 3 1 27
Preconditioner 36 14 12 0

Total 87 1 1 11 Figure 1: Pressure gradient.

Regarding the problem solution, we can detect areas with high over-/undershoots due to high
solution gradients. As expected, the pressure and temperature gradients are higher near the
air-polymer interface and near the domain walls. In Fig. 1, we observe high magnitudes of
pressure gradients near the flow interface and near the upper sharp edge.

4 Conclusions

The Navier-Stokes problem requires noticeably more computational effort than the transport
equations. Therefore, efforts should focus on improving its convergence speed. Areas where
high gradients are localized are the moving interface and the walls touched by the polymer
phase. This indicates that a local refinement in time and space in these areas will increase
the solver’s precision without compromising the computational time.

5 Acknowledgements

The authors acknowledge the support of the German Research Foundation (DFG) under
program SFB 1120 “Precision Melt Engineering” - 236616214. Computations were conducted
on clusters provided by RWTH Aachen University and by Jülich Aachen Research Alliance.
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Abstract: To use topology optimization for the systematic design of mechanical metamaterials it is necessary 

to solve the mechanical homogenization problem multiple times. In the majority of cases a Finite Element 

solver is used for the solution of the equilibrium, whereas Fast-Fourier-Transformation based solvers show 

promise to become a more efficient tool for homogenization problems. Therefore we propose to use a Fast-

Fourier-Transformation based solver with compatibility projection in topology optimization. To do so, we 

adapt the adjoint method to calculate the gradient of topology optimization problems using a Fast-Fourier-

Transformation based solver with compatibility projection. Since the proposed solver has the added advantage 

of being able to handle voxels with zero stiffness we show the applicability of the method on the design of 

some simple metamaterials, while modelling the void region with zero stiffness. 

Keywords: metamaterial, topology optimization, fast fourier transform, phase field 

1. Introduction  

Topology optimization is a well-established method to systematically design structures and 

is often used in the inverse design of mechanical metamaterials. However, it remains an 

ongoing topic of research to reduce its high computational cost. A major contribution to 

these costs is the repeated solution of the mechanical homogenization problem, mostly done 

with a Finite Element solver. Recently, Fast-Fourier-Transformation (FFT-) based 

equilibrium solvers have been proposed as an efficient alternative to solve the mechanical 

homogenization problem in topology optimizations, e.g. [1]. We propose to use a FFT-based 

solver with a compatibility projection based on linear finite elements. This solver shows 

advantageous convergence properties while also allowing to model internal free surfaces. In 

addition it eliminates ringing—an oscillation problem occurring in many FFT-based solvers 

[2, 3]. We adapt the adjoint method—a standard method to calculate the gradients of 

topology optimization problems to this solver. Then we demonstrate the method by 

designing some simple metamaterials using zero stiffness for the void regions [4]. 

2. Methodology 

A FFT-based solver with compatibility projection relies on a self-adjoint compatibility 

operator which projects every field onto its compatible part. This compatibility projection 

depends only on the chosen discretization and, in Fourier space, it can be calculated by a 

tensor product with a block-diagonal tensor. It can therefore be evaluated without high 

computational costs. 

mailto:indre.joedicke@imtek.uni-freiburg.de


7th YIC Edition | ECCOMAS Young Investigators Conference 2023 

We use the adjoint method along with the properties of the compatibility projector to derive 

an efficient way of calculating the gradient of an optimization problem subjected to the 

discretized equilibrium equation. It consists of solving an adjoint equation which has the 

same structure as one Newton-iteration of the equilibrium solver. Then the sensitivity can 

be calculated with simple tensor products. 

3. Validation 

We implemented the adjoint method in the open source solver µSpectre [5]. As validation 

we present some relatively simple topology optimization problems: We optimize for a linear 

elastic metamaterial with a prescribed stiffness tensor by minimizing the difference between 

the actual average stress and a target average stress. The phase-field method proposed by 

Bourdin et al. [6] is used to make the necessary regularization of the topology optimization 

problem. As optimizer we chose the standard L-BFGS-B optimizer of scipy. 

4. Conclusions 

To conclude, we have successfully derived and implemented the adjoint method for topology 

optimization problems using a FFT-based solver with compatibility projection. Our 

examples show that the method can be used in topology optimization problems modelling 

void regions with zero stiffness. Thus, they open the way for more complex optimization 

problems.  
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Abstract: This work introduces a formulation of bead patterns for node-based shape optimization of the
thin metal sheets manufactured by stamping. The implementation is based on the penalty formulation. The
performance and final shape comparison is conducted on suitable examples.
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1 Introduction

A great and ever-increasing number of engineering applications are formulated and solved
by applying numerical methods. One of those applications is the free-form shape optimiza-
tion (SO), where the node-based parameterization techniques are powerful tools for optimal
shape generation [1]. A geometry parameterization called Vertex Morphing was introduced
by Hojjat [2] regulating the shape updates by a filtering technique. This method has proven
to enable large freedom of optimal design generation. However, due to manufacturing specifi-
cations, the patterns from traditional engineering concepts, such as beads, are often preferred
by engineers.

Figure 1: Discrete (left) and smooth (right) parameter values at the end of the optimization.

2 Enforcing Bead-Like Patterns

This work addresses the aforementioned challenges for the stamping manufacture process.
It proposes a solution with the generation of bead-like patterns in free-form SO for thin
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Figure 2: Absolute update colouring of the final bead pattern.

metal sheets. The presented bead optimization technique is based on the previously stated
geometry parameterization technique called Vertex Morphing. Bead patterns are introduced
by enforcing the creation of discrete beads in the parameterization. A penalty function forces
the nodes to either bound, creating a discrete field of nodes assigned to either the upper or
lower bead (figure 1 left). The Vertex Morphing technique then ensures a smooth transition
by filtering the discrete field (figure 1 right).

3 Example

The proposed method is to be tested on an initially flat plate supported at the corners and
loaded in the center. The optimization goal is to minimize the strain energy, thus maximizing
the stiffness.

The resulting shape is depicted in figures 1 and 2. It exhibits bead patterns, thus resulting
in the desired behaviour of the method.

4 Conclusions

In the example of the simple plate the method shows to effectively lead to clear bead shapes.
The bead patterns can thus be created with the presented method.
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Abstract: The node-based shape optimization Vertex Morphing method, which originally controls the

evolution of shape freely during the optimization, is adapted to meet engineering specifications. That is

achieved, by changing the kernel functions of the filter procedure to satisfy geometric conditions like plane-

symmetry, axis-symmetry, extrusion, curvature and others. By formulating these conditions inherently in the

shape parameterization, no additional explicit constraints have to be included in the underlying optimization

problem. The optimization problem can then be solved by the steepest descent method.
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1 Introduction

Vertex Morphing is a successful node-based shape parameterization technique offering a rich
design space introduced by Hojjat et al. [1] and Bletzinger [2] in 2014. Since then, the method
has been applied to various practical shape optimization problems, directly performed from
finite element models.

Engineering specifications are an important part of the optimization problem formulation
and play a crucial role in the outcome of the optimization results. One can formulate the
engineering specification as a geometrical constraint, usually as one constraint per node. As
a result, the number of constraints is significant leading to numerical challenges. Thus, an
aggregation technique might be applied and a robust constrained optimization algorithm is
required to solve the optimization problem.

2 Contribution

In this work, the engineering specifications, such as plane-symmetry, axis-symmetry, extru-
sion, curvature and others, are formulated intrinsically in the Vertex Morphing method. The
explicit filtering operation of the Vertex Morphing method generates a smooth shape x from
an introduced design control field s through an integral on the surface with coordinate ξ:

xi = x(ξi) =

∫ ξi+r

ξi−r

F (ξi, ξ, r) s(ξ) dξ (1)
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where ξi is the surface coordinate of point xi and r the radius of the filter function F . The
desired geometrical properties are introduced by modifying the filter kernel function and
therefore changing the shape parameterization. Hence, to solve an optimization problem
with these specifications, simple unconstrained optimization methods can be used, such as
the steepest descent method. Furthermore, the Vertex Morphing parameterization technique
filters the shape sensitivities consistently [2], ensuring that the final solution has a good mesh
quality with smooth surface and boundaries.

Numerical examples of industrial significance support the work, see e.g. Figure 1.

Figure 1: Axis-symmetrical Vertex Morphing: Partitioning of the rotationally symmetric wheel into 5 parts.
The green part may serve as the design surface from which the whole wheel geometry can be generated. [3]

3 Conclusions

An approach to satisfy engineering specifications through an adaption of the Vertex Mor-
phing shape parameterization has been presented. Thus, geometrical constraints don’t have
to be formulated in the optimization problem. Simple unconstrained optimization methods
already guarantee that the design stays inside the feasible domain.
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Abstract: The work presents the generalized approach to include specific manufacturing constraints in the

shape optimization process. The manufacturing simulation is replaced as one particular geometrical con-

straint that can be easily included in the optimization workflow. The work presents several manufacturing-

specific constraints and their formulations.
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1 Introduction

Node-based shape optimization, such as the Vertex Morphing technique [1], has become an
effective tool for design exploration, as they can be quickly set up from existing finite element
models. Furthermore, each node, in general, is used as a design variable, and thus a very
rich design space is obtained. However, most established manufacturing methods still suffer
from limitations with respect to the geometric complexity of the final product. As a result,
shapes generated by the free-form optimization process are usually not attainable.

2 Extended abstract content

This conference talk seeks to provide a general approach to imposing suitable geometric
constraints for various manufacturing processes to ensure that the solution of the optimiza-
tion process can be manufactured. The manufacturing methods discussed are sheet metal
stamping, additive manufacturing and tube hydroforming, which are of great importance
in industrial applications. For each method, appropriate geometric conditions are chosen
to improve the manufacturability. In the case of additive manufacturing, these are the
overhang-free property in Figure 1, which reduces the number of necessary support struc-
tures, and the stackability property, meaning how close the geometries can be packed one
into another. Sheet metal stamping requires not only undercut-free designs but also smooth
shapes with limited curvature in order to reduce plastic strains. And for tube hydroforming,
constant cross-section perimeter and smooth shapes are beneficial.

For solving the ill-posed shape optimization problem, the node-based Vertex Morphing pa-
rameterization technique is used, filtering the shape sensitivities in a consistent manner [2].
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The filtered gradients of objective and constraint functions are then applied to gradient-based
optimization algorithms based on Rosens gradient projection [3].

Several examples and results of industrial significance or from engineering applications are
shown.

2.1 Figures

Figure 1 shows the optimization results with AM-specific manufacturing constraint.

Figure 1: Additive Manufacturing: Overhang-free shape for an attachment structure. In transparent blue
is the initial shape, and in grey the final shape .

3 Conclusions

The work presents a generalized approach to manufacturing constraints for node-based shape
optimization using Vertex Morphing. Several examples and results of industrial significance
or from engineering application support the proposed approach and formulations.
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The design and manufacturing of miniaturized optical instruments with strict performance
requirements is made possible by the use of a combination of advanced design and manufac-
turing techniques, such as Freeform Optics, Topology Optimization (TO), coupled Structural-
Thermal-Optical Performance (STOP) analysis, and Additive Manufacturing (AM). How-
ever, integrating these novel technologies into existing design workflows is not straightfor-
ward, and comes with programmatic challenges as well as technical risks.

TNO, the Dutch organization for applied scientific research, has been using topology opti-
mization to design space instruments, enabled by additive manufacturing. As an example,
the Compact Hyperspectral Air Pollution Sensor Demonstrator (CHAPS-D)[1] is an airborne
imaging spectrometer demonstrator that is being developed by JHU/APL (Johns Hopkins
University Applied Physics Laboratory, USA) for NASA ESTO (Earth Science Technology
Office). JHU/APL designs the electronics, and manufactures, assembles, calibrates, and
tests the instrument, and TNO supports this project with the instrument system archi-
tecture, optical design, the manufacturing of the mirrors, and the mechanical design using
topology optimization. It is expected that the use of topology optimization will lead to
better performance, because requirements on thermo-mechanical stability, gravity release,
eigenfrequencies, and launch survival are considered during the optimization-enhanced de-
sign process.

Figure 1: Design of the CHAPS-D instrument in a notional 6U CubeSat.
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This presentation will focus on the approach of integrating topology optimization (TO) in
existing design flows to create an optomechanical instrument, using techniques from the
topology optimization literature without the use of commercial TO tools. We cover lessons
learned on using topology optimization in an actual multidisciplinary design project and the
additive manufacturing of the resulting designs.
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Phononic crystals can be designed to have bandgaps—ranges of frequencies whose propaga-
tion through the material is prevented. They are therefore attractive for vibration isolation
applications in different industries, where unwanted vibrations reduce performance. Yet,
important steps are still to be made for the integration of phononic crystals into engineering
practice. For instance, methods for large scale production are still in development. Further-
more, it is essential that design methods are established to enable the design of phononic
crystals that meet all of the, often conflicting, requirements for practical applications. This
presentation focuses on the latter challenge by proposing a computational design method for
phononic crystals based on the combination of an advanced finite element method and level
set-based topology optimization.

The working principle of phononic crystals is based on destructive interference of waves
reflecting from the periodic arrangement of material interfaces (Bragg scattering). Con-
sequently, it is essential that a numerical design tool accurately captures the mechanical
behavior at material interfaces. Generally, in finite element analyses, this is ensured by cre-
ating a matching mesh: a discretization that conforms to the material interfaces. However,
during computational design, the locations and geometry of these material interfaces change
in every design iteration. One solution to this would be to create a new matching mesh
for every iteration during the computational design. Nevertheless, creating new matching
meshes for every design iteration is a challenging and error-prone procedure. In standard
topology optimization methods this problem is commonly avoided altogether by using a
density-based representation. In this approach, the discretization does not conform to the
material interfaces. Instead, the interfaces are resolved by assigning a (pseudo-) density to
each mesh element. As a result, these material boundaries are diffused and staircased, which
is detrimental for obtaining the dynamic response of phononic crystals. The extremely fine
finite element meshes required to compensate for this boundary description result in exceed-
ingly large and expensive optimization problems.

A possible solution is to decouple the boundary description from the discretization using a
level set method. Level sets have been widely used in topology optimization as an alterna-
tive design parametrization that offers more defined material boundaries. However, in most
cases the level set is mapped to element densities using an Ersatz method for the analy-
sis. Although gray values are limited to the elements that are intersected by the level set
boundary, even during the optimization, the method still suffers from staircasing and diffuse
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boundaries. This problem can be solved using enriched or immersed finite element methods.
In these methods, standard finite element procedures are enhanced or modified to resolve
material interfaces inside elements. Many such enriched and immersed methods exist, each
having their own advantages and disadvantages. The work presented in this presentation
focuses on the Interface-enriched Generalized Finite Element Method (IGFEM) [1], and its
extensions: the Hierarchical Interface-enriched Finite Element Method (HIFEM) [2] and the
Discontinuity-Enriched Finite Element Method (DE-FEM) [3]. As DE-FEM is a generaliza-
tion of IGFEM/HIFEM, collectively they are also referred to as discontinuity-enriched finite
element methods. An important advantage of discontinuity-enriched FEMs is the fact that
strong enforcement of essential (Dirichlet) boundary conditions is possible on boundaries
that are non-matching to the discretization mesh [4]. Because of this strong enforcement of
boundary conditions, smooth reaction fields are recovered along these non-matching bound-
aries. It is demonstrated that this method can also be extended to the strong enforcement of
Bloch-Floquet periodic boundary conditions [5], which are required for the immersed anal-
ysis of phononic crystals. This means that IGFEM is suitable for PnC design, as it can be
used to modify both the phononic crystal geometry and periodicity without changing the
underlying discretization, and without loss of accuracy.

Then, by creating a framework for topology optimization using IGFEM and level set func-
tions parametrized by radial basis function, a computational design procedure is established
that inherits the benefits of discontinuity-enriched methods as well as level set methods.
The sensitivities required for design updates for compliance [6] as well as bandgap maxi-
mization [7] are derived analytically. Phononic crystals are optimized using the previously
introduced topology optimization procedure, and we highlight the importance of accurately
capturing the mechanical behavior near material interfaces for phononic crystal design. The
methods introduced and developed in this work can not only be employed for the topol-
ogy optimization of phononic crystals, but may also be advantageous for other optimization
problems such as fluid-structure interaction or contact.
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Abstract: Fluid flows through porous materials are dominant in many applications of engineering interest.

However, once cracks are introduced, often characterised by their long length but very limited opening height,

computation of the fluid flows and deformations becomes costly. Here, a two-scale approach is presented

which resolves the macro-scale poroelastic flow and deformation problem, coupled to a small-scale formulation

for the fluid flow within the cracks. This enables the simulation of complex fluid flows, where effects such as

inertia and non-Newtonian rheologies are important. The scheme is applied to a typical hydraulic fracturing

case, showing its capabilities of capturing travelling pressure waves and nonlinear fluid models.

Keywords: Poroelasticity, hydro-fracture, two-scale approach, isogeometric analysis, interface elements

1 Introduction

Fluid flows in porous media are significant in a wide range of cases of engineering interest:
Underground geothermal storage and resource recovery, chemical reactors, and groundwater
pollution spreads, to name a few. However, these processes are often complicated by the
presence of cracks and fractures. While these cracks often have very small opening heights,
they can dominate the solution, making it important but usually costly to include them
within computational schemes [1]. Therefore, two-scale schemes which can capture both the
large-scale deformations and fluid flows, as well as the small-scale fluid flow within the cracks
are important. Traditionally, these schemes have been limited to using analytic solutions
for the velocity profiles within the cracks, limiting their applicability to a small range of
fluids. In contrast, a scheme will be presented here that resolves the small-scale problem
numerically, allowing complex phenomena such as inertia and non-Newtonian fluid rheologies
to be included.

2 Model overview

To model these flows in fractured and deformable porous materials, the momentum and mass
balance are used to describe the poroelastic material. Additionally, the fluid within the crack
is tracked by averaging the mass balance over the total height. These three balances are

Figure 1: Results for a typical hydraulic fracturing case showing the pressure oscillations captured through
the two-scale model when sufficiently small time increments are used.
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given by [2]:

ρü+ρf q̇−∇·(σs − αpI) = 0
1

M
ṗ+α∇·u̇+∇·q = 0 ki

(
p+ + p− − 2pd

)
+
∂qx
∂x

+ḣ+
h

Kf
ṗd = 0

with the degrees of freedom describing this system being the solid deformations u, and the
fluid pressure within the porous material and discontinuity, p and pd respectively. The state
of the system is also described through the fracture-local quantities h (crack opening height)
and qx (total fluid flux within the crack), and the constitutive equations for the solid stresses
(using a linear-elastic material) and fluid fluxes (using Darcy’s law):

σ = D∇su q = −k

µ

(
∇p+ ρf

(
ü+

1

θ
q̇

))
Together, these equations above describe the full behaviour of the large-scale system. To cap-
ture the behaviour of the fluid within the crack, the small-scale is resolved as unidirectional
flow via the Navier-Stokes equations, and coupled to the large-scale model by integrating
the velocity over the total crack height:

ρf v̇ +
∂pd
∂x

− µ
∂2v

∂y2
= 0 qx =

∫
h

v dy

with this small-scale model being described by its velocity v. This velocity field is solved nu-
merically within each integration point based on the large-scale displacements and pressures,
and the resulting velocity is integrated and then provided to the large-scale model via the
fluid flux through a scheme comparable to return-mapping schemes commonly employed for
plasticity modelling. Since this scheme calculates the velocity profiles through a numerical
scheme, it can also be extended to non-Newtonian fluids.

The governing equations are discretised using a finite element method, via a mesh composed
of cubic and quartic Bezier extracted T-splines [3]. The fracture path is represented within
this mesh as a discontinuity composed of interface elements [4], with this discontinuity being
extended through a re-meshing procedure to capture the propagating crack. A consistent
tangential matrix is used within the nonlinear solver to improve convergence, taking into
account the contributions from the small-scale model for the fluid flow within the crack.

3 Results

The pressure at the inlet of the crack is shown in Figure 1, for a typical crack propagation
case using a Newtonian fluid. At the onset of the simulation, a pressure wave travels through
the crack due to the imposed inflow, with initial reflections of this wave showing 0.01 s later.
This shows the ability of the described scheme to capture inertial effects within the fracture
through the two-scale approach.
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Abstract: This talk is based on my PhD thesis, in which we study deterministic and randomized algorithms

for numerical linear algebra problems. A central theme of the thesis is that of matrices with low-rank

structure: we develop and analyze algorithms for building a low-rank approximation of a matrix using some

of its rows and columns, and we propose a fast algorithm for computing functions of matrices that have

off-diagonal low-rank structure. Then, we consider the problem of estimating the trace of a matrix that is

available implicitly, through quadratic forms. We analyze the convergence of a randomized algorithm and

the connection to the approximation of the determinant of large-scale symmetric positive definite matrices.

Keywords: Numerical linear algebra, low-rank approximation, column subset selection, matrix functions,

banded matrices, hierarchical matrices, Krylov methods, randomized trace estimation, Monte Carlo.

1 Introduction

Numerical linear algebra provides essential building blocks (such as the solution of linear sys-
tems or eigenvalue problems) for solving complex problems in various fields. In my thesis [1]
we focused on the analysis and development of efficient algorithms with strong theoretical
guarantees for numerical linear algebra problems. In particular, we considered the low-rank
approximation of matrices, the computation of matrix functions, and the approximation of
the trace of a matrix that is available through quadratic forms. In this talk (and in this
document) a brief overview of each of these topics will be presented.

2 Low-rank approximation of matrices using rows and columns

Finding a low-rank approximation of a matrix A ∈ Rm×n means finding rectangular factors
B ∈ Rm×k and C ∈ Rn×k such that A is approximately equal to BCT , for some target rank
k ≪ min{n,m}. Almost all matrices have full rank, but in many applications, there are
matrices that have a low numerical rank, that is, they can be well approximated by a low-
rank matrix. For example, matrices with low numerical rank arise in the discretization
of PDEs, in statistical machine learning, in social network analysis, and in text document
analysis. Having a low-rank representation of a matrix A ∈ Rm×n yields advantages in terms
of storage and computational efficiency. In some applications, it is useful to consider low-
rank approximations in which the factors B and C are made of, or constructed from, rows
and columns of A, as this provides enhanced interpretability. In the thesis we consider
cross approximation and column subset selection: we prove a priori error bounds for a
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greedy algorithm for cross approximation, we develop a faster and more efficient variant
of an existing algorithm for column subset selection, and we present a new deterministic
polynomial-time algorithm that gives a quasi-optimal cross approximation.

3 Functions of rank-structured matrices

The second part of the thesis deals with the computation of functions of a matrix A ∈ Rn×n.
Examples of matrix functions include the inverse of A, the square root of a symmetric pos-
itive semidefinite (SPSD) A, and the matrix exponential. More generally, one can define
a matrix function f(A) whenever the function f is analytic on the spectrum of A. Appli-
cations include PDEs, social network analysis, and electronic structure calculations. Here
we consider matrices that have a specific low-rank structure, that is, they have off-diagonal
blocks with low rank. Examples include banded matrices and hierarchically semiseparable
matrices. It is well known that, in many cases, functions of such matrices retain some (ap-
proximate) low-rank structure, allowing for a memory-efficient representation of f(A). In this
thesis we exploit this fact, combined with the observation that if A undergoes a low-rank
modification R ∈ Rn×n then f(A + R) − f(A) is often numerically low-rank, to develop a fast
divide-and-conquer algorithm to compute functions of rank-structured matrices.

4 Randomized trace estimation

In some applications, only specific quantities associated with a matrix function are required.
For example, the logarithm of the determinant of a symmetric positive definite (SPD) matrix
can be expressed as the trace of the matrix logarithm of A. For a general dense matrix A,
computing f(A) is infeasible in a large-scale setting, and cheaper methods are needed to
approximate its trace. A stochastic algorithm, the Hutchinson trace estimator, provides a
way of approximating the trace of a symmetric matrix B ∈ Rn×n using a few quadratic forms
involving suitable random vectors. In the setting in which B = f(A) is a matrix function,
quadratic forms with f(A) can be computed – approximately – via quadrature and Krylov
subspace methods much more cheaply than the computation of the whole f(A). In the third
part of this thesis, we analyze the convergence properties of the Hutchinson trace estimator
when it is used on a symmetric but indefinite matrix B and we apply the results to the
approximation of the determinant of SPD matrices.
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Abstract: The new industrial constraints are nowadays pushing the limits of materials in terms of mechani-

cal properties for advanced application fields (renewable energy, healthcare, transport). One solution to adapt

the material properties to target applications is to rely on heterogeneous materials due to their excellent

specific characteristics (high strength-to-weight ratio, energy absorption, mechanical resistance). However,

the design of such structures can be challenging given the complexity of material mechanical responses when

multiple physical mechanisms are involved at different length scales. Consequently, the evaluation of the

resulting mechanical behaviors requires powerful numerical tools capable of solving highly non-linear mul-

tiscale problems. Standard methodologies including multi level finite element approaches FE2 have been

extensively developed in literature to simulate the macroscopic responses of heterogeneous structures. Nev-

ertheless, the use of such methods still suffers from the high computational costs, therefore preventing it from

being efficiently applied to multiscale structural analysis. The main objective of the present thesis is to pro-

pose a complete change of paradigm in the design and simulation of complex heterogeneous structures using

hybrid models that combine physical knowledge and Artificial Neural Networks (ANN) based approaches.

By adopting this strategy, we have observed a drastic downscale of the expected computational cost as well

as the possibility of conducting expensive simulations on desktop computers instead of HPC clusters.

Keywords: Artificial Intelligence, Multiscale modeling, Heterogeneous materials, Homogenization, Artifi-

cial Neural Networks
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Abstract: Mechanical overload to arterial tissue is a common occurrence after surgical intervention, causing

acute damage to the tissue. On the long term, the tissue either heals or degenerates further. There is a

pressing need to better understand these adaptive processes in order to steer surgical procedures towards

benign long-term outcomes. A biology-informed computational model of tissue adaptation after overloading

is proposed, that includes the effects of inflammatory and mechanical triggers. The model is applied to three

cases-studies: damage after arterial clamping, balloon angioplasty and restenosis, and adaptation of the pul-

monary interposition autograft in aortic position. The results show good correspondence with experimental

observations. Moreover, the model provides improved insight in the relevant biological processes.

Keywords: Arterial tissue growth and remodeling, Constrained mixture theory, Pulmonary interposition

autograft in aortic position, Restenosis, Arterial clamping

1 Introduction

Various surgical interventions, such as vascular clamping, balloon angioplasty, or stenting,
induce mechanical overload to arterial tissue, often causing tissue damage. This overloading
and the resulting damage trigger growth and remodeling processes in the tissue, leading to
changes in mass and microstructureover time. This may signify healing of the tissue, but
the remodeling processes can also cause maladaptation. It remains unclear what triggers
favorable over unfavorable outcomes. Therefore, we aim to gain a better understanding
of growth and remodeling processes in arterial tissue after mechanical overload through in
silico modeling. Currently existing models for growth and remodeling of arterial tissue lack
detailed descriptions of underlying biological processes, necessary to allow for the in silico
optimization of surgical procedures.

2 Methods

2.1 Parameter identification

We use a constrained mixture formulation [1] to define the mechanical properties of arterial
tissue. This enables the definition of an in vivo reference configuration of the material,
rather than using the stress-free configuration as reference. This stress-free state is often
unknown, and moreover different for the different tissue constituents. In order to account
for these different natural states, a new iterative material parameter identification method is
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developed that alternates between a prestressing algorithm and a parameter fitting procedure
that optimizes the match between model data and experimental biaxial tensile test data.

2.2 Arterial tissue growth and remodeling

Growth and remodeling of arterial tissue is modeled using the classical [1] and homogenized
[2] versions of the constrained mixture theory, allowing a microstructurally motivated predic-
tion of mass turnover in the tissue. The governing equations for production and degradation
of the three main load-bearing constituents in the tissue, namely elastin, collagen and smooth
muscle, are defined to accurately capture biological processes. The model takes into account
the effects of smooth muscle cell phenotype switching, endothelial damage, collagen produc-
tion by synthetic cells, enhanced by mechanical and inflammatory triggers, and vasoactivity
after administration of vasoactive agents. This model is implemented in a semi-analytical
mechanical framework of a pressurized cylinder, and in finite element software to account for
more realistic geometries. The model is then applied to three different case-studies: damage
after arterial clamping, balloon angioplasty and restenosis, and adaptation of the pulmonary
interposition autograft in aortic position.

3 Conclusions

After parameter calibration with the developed iterative fitting method, we were able to
reproduce clamping experiments of mouse aortas in silico with the biology-informed growth
and remodeling model. The results show good correspondence with experimental measure-
ments of the functional integrity of smooth muscle cells. We also show that the model is able
to predict both inward and outward remodeling, as observed in vivo in the context of balloon
angioplasty and the resulting tissue growth and restenosis. The model also shows that colla-
gen production in the pulmonary interposition autograft in aortic position is likely immuno-
mediated rather than mechano-mediated. We were able to develop a biology-informed model
of arterial tissue growth and remodeling after mechanical overload that allows for a clearer
understanding of these adaptive processes. Moreover, this model is a first step towards
enabling in silico medicine for the optimization of long-term surgical outcomes.
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Abstract: The cardiac function is the result of the concerted action of several physical phenomena, ranging

from the cellular scale to the organ level. Among these, an important role is played by the coupling between

the electrical activity of the heart and its mechanical contraction. Numerical simulations of ventricular

electromechanics play nowadays a crucial role in computational cardiology and precision medicine. Indeed,

it is of outmost importance to analyze and better address pathological conditions by means of anatomically

accurate and biophysically detailed individualized computational models that embrace electrophysiology,

mechanics and hemodynamics. In this thesis, we develop a novel electromechanical model for human ventri-

cles affected by ischemic cardiomyopathy. We couple this 3D formulation with a 0D closed-loop circulation

model by an approach that is energy preserving. Our mathematical framework keeps into account the effects

of mechano-electric feedbacks, which model how mechanical stimuli are transduced into electrical signals.

Moreover, it permits to classify the hemodynamic nature of tachycardia. We propose novel partitioned nu-

merical schemes to solve this 3D-0D coupled problem, where different space-time resolutions are employed

according to the specific core model. We introduce flexible and scalable intergrid transfer operators to accu-

rately and efficiently exchange information among the Partial Differential Equations of the electromechanical

model. Nested and non-nested meshes with arbitrary Finite Elements can be employed for the space dis-

cretization. Given the complexity of physics-based cardiac modeling, we also design a Machine Learning

method to perform real-time electromechanical simulations. Our method allows to derive a reduced-order

model (ROM), written as a system of Ordinary Differential Equations, in which the right-hand side is repre-

sented by an Artificial Neural Network (ANN), that possibly depends on a set of parameters associated with

the model to be surrogated. This method is non-intrusive, as it only requires a collection of pressure and

volume transients obtained from the full-order model (FOM). Once trained, the ANN-based ROM can be

coupled with hemodynamic models for the blood circulation external to the heart, in the same manner as the

original electromechanical model, but at a dramatically reduced computational cost. We demonstrate the

effectiveness of the proposed strategy on two relevant contexts in computational cardiology. We employ the

ANN-based ROM to perform global sensitivity analysis on both electromechanical and hemodynamic models.

Then, we perform bayesian parameter estimation starting from noisy measurements. By replacing the FOM

of cardiac electromechanics with the ANN-based ROM, we perform in a few hours of computational time all

the numerical simulations, which would be unaffordable, because of their overwhelming computational cost,

if carried out with the FOM.

Keywords: Cardiac electromechanics, ischemic cardiomyopathy, numerical methods, scientific machine

learning, global sensitivity analysis, parameter estimation, uncertainty quantification
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1 Introduction

We focus on the development, analysis and clinical validation of mathematical and numerical
models in the context of human heart electromechanics. This thesis enables the study of
ischemic cardiomyopathy and cardiac arrhythmias from novel and deeper perspectives, by
providing valuable and patient-specific quantitative information that can be integrated in
the clinical practice to improve healthcare. Given the complexity of these numerical simula-
tions in terms of total computational times and hardware requirements, we also introduce a
machine learning method that allows to derive an ANN-based surrogate model for real-time
electromechanical simulations. This surrogate model can be readily employed for global
sensitivity analysis or robust parameter estimation with uncertainty quantification.

2 Methods

The mathematical formulation of our electromechanical model accounts for the variabil-
ity and heterogeneity in the cellular, molecular and myocardial properties driven by heart
failure during short-term and long-term cardiac remodeling. Furthermore, accurate and
efficient numerical schemes have been introduced to properly discretize this multiphysics
and multiscale mathematical model. We design intergrid transfer operators to effectively
couple Differential Equations arising from cardiac electromechanics. Primary variables can
be interpolated among different (non-nested) meshes and arbitrary Finite Element spaces
to account for the space resolution required by the different core models. Real-time elec-
tromechanical simulations are achieved by leveraging scientific machine learning in order to
encode the pressure-volume temporal dynamics of one or multiple cardiac chambers in a
very lightweight fully-connected feedforward ANN with a small amount of training samples.

3 Conclusions

We develop a comprehensive electromechanical model to address rhythm disorders, such as
ventricular tachycardia and fibrillation, with an unprecedented level of detail. We validate
our mathematical and numerical model by considering patient-specific geometries and we
personalize it based on clinical data. Thanks to the coupling with closed-loop blood circu-
lation, the hemodynamic impact of cardiac arrhythmias can be studied for the first time in
the field of computational cardiology. Furthermore, the role of mechano-electric feedbacks
on cardiovascular hemodynamics has been unraveled via high-performance computing nu-
merical simulations. This provide a significant step forward in the understanding of severe
and chaotic arrhythmias for personalized medicine. We also present an accurate and effi-
cient surrogate model of the cardiac function that allows to encompass several applications
of interest, ranging from global sensitivity analysis to robust parameter estimation with un-
certainty quantification, in a few hours of computations, by using a very limited amount
of computational resources. Our approach meets the requirements for clinical exploitation,
as it could have important implications in the generation and calibration of cardiac digital
twins, i.e. digital replicas of patient-specific human hearts, as well as treatment and surgical
planning, while being compliant with Green Computing practices.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Generalised Newtonian Fluids in
Cardiovascular Fluid–Structure Interaction

R. Schussnig∗

∗ High-Performance Scientific Computing
Institute of Mathematics, University of Augsburg

Augsburg, Germany
e-mail: richard.schussnig@uni-a.de

Abstract: The modelling of the cardiovascular system and its pathologies has seen great advances in the

recent past. Promising applications are patient-specific surgery planning, medical device design or parameter

studies on virtual cohorts. Numerical techniques applied in this context grant access to otherwise inaccessible

data, while also significantly reducing associated costs and risks. Unfortunately, long simulation turnaround

times still pose a major bottleneck, restricting use in clinical practice. To reduce complexity, the rheological

behaviour of blood is often neglected, which can heavily impact the solution and hence related biomarkers

such as the wall shear stress. Focusing on these two aspects, this work introduces novel methods reformulatng

the Navier–Stokes equations for incompressible flow of a generalised Newtonian fluid. Equivalent systems

are derived, allowing for equal-order mixed formulations and time-splitting schemes, which are further ex-

tended towards fluid–structure interaction. The presented examples showcase convergence properties and

applicability to patient-specific simulations of aortic dissection.

Keywords: haemodynamics, quasi-Newtonian fluid, split-step method, pressure Poisson equation, FSI

1 Introduction

Incompressible flows of viscous fluids in science, engineering and medicine are among the most
challenging applications of computational fluid dynamics (CFD). So-called non-Newtonian
fluids increase complexity further, introducing more involved rheological laws and related
fields to the flow problem. This work addresses generalised Newtonian fluid models in finite-
element-based incompressible flow and fluid–structure interaction (FSI) schemes.

2 Methods

Based on a fully consistent pressure Poisson equation (PPE), we derive (i) a stable or
stabilised approach coupling velocity and pressure unknowns [1] and (ii) a split-step ap-
proach [2], decoupling velocity and pressure. Both these fundamentally different concepts
are used to develop state-of-the-art CFD and FSI solvers, including linearisation, decoupling,
stabilisation, adaptive timestepping, preconditioning and more practically relevant aspects.

The split-step flow solver is then coupled to an incompressible, hyperelastic 3D solid, and fur-
ther combined with modelling aspects such as resistance-based outflow conditions, exterior
tissue support, prestress and resolution of the tissue layers with appropriate material/fibre
orientations. These models and the targeted physiological parameters severely impact stan-
dard FSI coupling schemes. We achieve robust and rapid convergence also in the medical
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Figure 1: FSI in the cardiovascular system: flow through an abdominal aortic aneurysm [3],
an iliac bifurcation [4] and an aortic dissection (flow field shown via streamlines/velocity
vectors, tissue displacement color-coded in partially ommitted vessel domains).

setting with dominant added-mass effect as highlighted in Fig. 1. The partitioned coupling
scheme combines Robin interface conditions and interface quasi-Newton methods, while only
coupling merely the fluid pressure and structural displacement implicitly [3, 4].

3 Conclusions

The presented formulations allow for stabilised equal-order C0-interpolation or completely
decouple momentum and PPE, while rheological models are easily exchanged. Numerical ex-
amples showcase the expected convergence properties and impact of the acceleration scheme,
while patient-specific simulations of aortic dissection demonstrate practical applicability.
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Abstract: We study a variational model for ferromagnetic elastomers at large strains. The characteristic

feature of the model consists in its mixed Eulerian-Lagrangian formulation: while deformations are classically

defined on the reference configuration, magnetization fields are set on the deformed configuration in the actual

space. We prove the existence of equilibrium configurations given by minimizers of the magnetoelastic energy.

We start by focusing on purely elastic materials. Subsequently, we include material failure into the picture

by examining soft and brittle materials that may undergo cavitation and fracture, respectively.
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1 Introduction

Magnetoelastic materials are characterized by their tendency to experience mechanical de-
formations in response to external magnetic fields. This peculiar behaviour is termed mag-
netostriction and constitutes the foundation of the technology behind many devices such as
sensors and actuators.

A first phenomenological theory of magnetoelasticity has been proposed by Brown in the
form of a variational principle [5]. Let Ω ⊂ R3 represent the reference configuration of a
magnetoelastic body subject to deformations y : Ω → R3 and magnetizations m : y(Ω) → R3.
Neglecting thermal effects, magnetizations must comply with the saturation constraint

|m ◦ y|detDy = 1 in Ω. (1)

Equilibrium configurations are given by minimizers of the magnetoelastic energy functional

(y,m) 7→
∫

Ω

W (Dy,m ◦ y) dx+

∫
y(Ω)

|Dm|2 dξ +
1

2

∫
R3

|Dum|2 dξ, (2)

where x and ξ denote Lagrangian and Eulerian variables, respectively. The three terms
correspond to the elastic, exchange and magnetostatic energy. The stray-field potential
um : R3 → R is defined as a solution of the Maxwell equation

div
(
−Dum + χy(Ω)m

)
= 0 in R3, (3)
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where χy(Ω)m simply denotes the extension of m by zero outside of y(Ω). Applied loads given
by mechanical forces and external magnetic fields can also be included.

The existence of minimizers of the functional (2) subject to the constraints in (1) and (3) is
generally proved by employing the direct method of the calculus of variations. The imple-
mentation of this approach to our problem is very delicate, since one has to deal with the
deformed configuration y(Ω), which is unknown, and with the composition m ◦ y. Still, this
approach has been successfully applied and the existence of minimizers has been established
by progressively relaxing the coercivity assumptions on the density W [2, 3, 4, 8, 10]. These
assumptions implicitly set the regularity of deformations which, in turn, allows for a suitable
interpretation of the deformed set and the specification of the regularity of magnetizations.
We point out that in the above mentioned works, apart from [10], the constraint in (1) is
replaced by |m| = 1 in y(Ω).

2 Main results

In the present contribution, we prove the existence of solutions for the minimization problem
determined by (1)–(3).

First, we examine purely elastic materials. In that case, the class of admissible deformations
is the same considered in [3]; these maps belong to the space W 1,p(Ω;R3) for some fixed p > 2,
but cannot create cavities. Magnetizations are modeled as maps m ∈ W 1,2(imT(y,Ω);R3)

satisfying (1). Here, imT(y,Ω) denotes the topological image of y which, in this setting,
coincides with the geometric image imG(y,Ω) up to negligible sets [3].

Subsequently, we focus on soft materials. The functional setting is the same above, although
deformations are now allowed to create cavities [6]. Accordingly, magnetizations are assumed
to vanish within the cavity volumes. In order to recover the lower semicontinuity of the elastic
energy, as in [9], we penalized the creation of new surface by adding the perimeter of the
geometric image to the functional in (2).

Eventually, we investigate brittle materials possibly experiencing fracture. In this set-
ting, deformations belong to the space SBV (Ω;R3) of special maps of bounded variation
[1]. As the topological degree is not available for such maps, we solely resort on the no-
tion of geometric image. Magnetizations are defined as maps m : imG(y,Ω) → R3 such that
χimG(y,Ω)m ∈ SBV 2(R3;R3) and (1). In addition to the perimeter of the geometric image, the
energy functional controls the area of the jump set Jy of y. In turns out that jumps of m
inside the geometric image cannot be avoided; therefore, we penalize also the area of Jm.
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Abstract: This PhD thesis deals with the optimization and control of several physical systems. It is divided
into three parts.

The first part is devoted to stellarators. This type of nuclear fusion reactor poses many challenges related
to optimization. We focus on an inverse problem well known to physicists, modeling the optimal design of
superconducting coils generating a given magnetic field. We conduct both a theoretical and a numerical
study of an extension of this problem, involving shape optimization. Then, we develop a new method to
prove the existence of optimal shapes in the case of hypersurface optimization problems. Finally, we study
and optimize the Laplace forces acting on a current surface density.

The second part of this thesis deals with the control of finite dimensional quantum systems. We rigorously
study the combination of the rotating wave approximation with the adiabatic approximation. First, we
obtain the robustness of a population transfer method on qubits. The latter then allows to extend results
of Li and Khaneja on the ensemble control of qubits by restricting to the use of a single control. We also
present a second contribution, devoted to the analysis of a chattering phenomenon for an optimal control
problem of a quantum system.

Finally, the third part is dedicated to the proof of a small-time global null controllability result for generalized

Burgers’ equations using a boundary layer.

Keywords: Optimal control, quantum control, ensemble controlability, Qubit, Shape Optimization, Plasma

physics, Stellarator, Burgers equation, boundary layer
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Abstract: The main goal of the presented thesis is the development of finite element formulations to

model the interaction between slender continua based on reduced dimensional beam theory and classical

three dimensional continua (solids), i.e., a beam-to-solid interaction problem. The developed framework

allows for a very flexible modeling and meshing process of the combined beam-to-solid problem and results

in a drastically reduced computational effort compared to fully resolved models. Mortar-type methods are

employed to discretize the coupling constraints. The approach is verified through theoretical considerations

and numerical examples. The presented framework is an efficient, robust, and accurate tool for beam-to-solid

interaction problems with potential applications in various fields of science and engineering.

Keywords: Mixed-dimensional interaction, Finite element method, Nonlinear beam theory, Mortar meth-

ods, Beam-to-solid coupling, Beam-to-solid contact, Fiber-reinforced materials

The interaction between slender fiber- or rod-like components, where one spatial dimen-
sion is much larger than the other two, with three-dimensional structures (solids) is an
essential mechanism of mechanical systems in numerous fields of science, engineering and
bio-mechanics. Examples include reinforced concrete, supported concrete slabs and fiber-
reinforced composite materials. Applications can also be found in medicine, where stent
grafts are a commonly used device for endovascular aneurysm repair, and in many biological
systems such as arterial wall tissue with collagen fibers. The different types of dimensional-
ity of the interacting bodies, i.e., slender, almost one-dimensional fibers and general three-
dimensional solids, pose a significant challenge for typical numerical simulation methods.
Classical modeling techniques usually require a compromise between a detailed description
of the one-dimensional structures and overall model complexity.

The main focus of the presented thesis [1] is the development of novel computational ap-
proaches to simulate the interaction between fiber-like structures and three-dimensional
solids. The key idea therein is to explicitly model the slender components as one-dimensional
Cosserat continua based on the geometrically exact beam theory, which allows for an ac-
curate and efficient description of the slender fibers (beams). Since the dimensions of the
coupled differential equations are not equal, the resulting combined interaction problem is a
mixed-dimensional beam-to-solid interaction problem. Not only the governing equations of
the beam but also the developed interaction schemes are exclusively formulated along the
one-dimensional beam centerline. From a mechanical point of view, the resulting mixed-
dimensional interaction of nonlinear geometrically exact beam finite elements with classical
continuum finite elements introduces a singular solution, similar to the problem of a concen-
trated line load acting on a three-dimensional continuum. As one of the main contributions
of the thesis, theoretical considerations and numerical examples verify that this singularity
does not affect the usability of the proposed methods within the envisioned application range.
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(a) (b) (c)

Figure 1: Illustration of various beam-to-solid application scenarios – fiber-reinforced composite plate (a),
supported plate (b) and four-point bending test (c).

Based on the considered applications, two different types of interacting geometry pairs can
be identified: line-to-volume, i.e., beams embedded in solid volumes, and line-to-surface,
i.e., beams tied or in contact with the surface of a solid volume. Application examples
are illustrated in Figure 1. Within the presented work, coupling (i.e., tying) of the beam
centerline position to the underlying solid in line-to-volume problems is investigated first.
As a next step, also the rotations of the Cosserat continua are coupled to the solid vol-
ume. This requires the construction of a suitable rotation (i.e., triad) field inside the solid
(Boltzmann) continuum. For both, positional and rotational coupling, mortar-type methods,
inspired by classical mortar methods from domain decomposition or surface-to-surface inter-
face problems, are employed to discretize the coupling constraints. A penalty regularization
is performed to eliminate the Lagrange multipliers from the global system of equations, which
results in a robust coupling scheme. This is verified by several numerical examples, in which
consistent spatial convergence behavior can be achieved and potential locking effects can be
avoided. In a next step, the previously developed algorithms for line-to-volume coupling to
line-to-surface coupling. This introduces the additional complexity of having to account for
the surface normal vector in the positional coupling constraints. It is demonstrated that only
a consistent handling of the surface normal vector leads to physically accurate results and
guarantees fundamental mechanical properties such as conservation of angular momentum.
Finally, a beam-to-solid surface contact scheme that allows for the modeling of unilateral
contact between one-dimensional beams and two-dimensional solid surfaces is presented.

The previously mentioned building blocks constitute a novel mixed-dimensional beam-to-
solid interaction framework, which is verified by theoretical discussions and numerical ex-
amples throughout the thesis. Possible extensions are outlined and propose numerical and
algorithmic improvements as well as the treatment of other physical effects such as delamina-
tion between embedded beams and the surrounding volume. However, already in the current
state, the presented framework is an efficient, robust, and accurate tool for beam-to-solid
interaction problems and can become a valuable tool in science and engineering.
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Abstract: This research studies the blast response of arching masonry walls through combined experimental and 

theoretical methodologies. The experimental part includes monotonic and cyclic tests on small-size masonry 

specimens and a laboratory blast test on a full-size wall using a blast simulator. The theoretical part includes the 

development of four analytical models for the dynamic analysis applying different structural resolution levels. The 

first model assumes a single-degree-of-freedom response, while the other three account for the multi-degree-of-

freedom nature of the response. The physical modeling assumptions in each model are discussed, and their effect 

on the assessment of the wall response is highlighted. The static and dynamic tests are used as benchmarks for 

validation of the theoretical models, and physical features of the response are discussed through a series of 

numerical studies. The combined experimental and theoretical effort provides insight into the complex behavior 

of such walls, sets quantitative tools for its analysis, and demonstrates the unique aspects of the blast response of 

arching masonry walls. 

Keywords: Masonry wall, Arching, Blast, Dynamic response, Experiment 

1. Introduction 

Explosion events throughout the world have drawn attention to the vulnerability of buildings, 

in general, and particularly of the unreinforced masonry (URM) walls that cover a major part 

of the building facades. The dynamic response of such walls to the blast action is a complex 

structural mechanism that combines a spectrum of nonlinear and dynamic effects. This research 

aims at enhancing the understanding of the one-way dynamic response of arching URM walls 

subjected to blast loads through combined experimental and theoretical methodologies. 

2. Theoretical and experimental investigation 

The main part of the research is theoretical, and it includes the development of a series of four 

analytical models differing in the level of structural resolution. The first model (see the ARCH 

model in Edri and Yankelevsky [1]) assumes a simplified SDOF response. The model is based 

on the analytical model developed in Edri and Yankelevsky [2] for calculating the static force-

displacement relation. Despite its capabilities, the ARCH model assumes a three-hinged-arch 

mechanism and the response is limited accordingly. To release this geometrical constraint and 

allow the development of more complex modes of dynamic deformation, a more sophisticated 

model was needed. This motivated the development of the SIM model in Edri et al. [3,4] which 

takes a step forward in terms of the structural resolution level by characterizing the response by 

means of a multi-degree-of-freedom (MDOF) modeling. The masonry units are modeled as 

rigid bodies, whereas the mortar joints are represented by arrays of springs with nonlinear 

kinematic and constitutive relations. To take a deeper look into the stress field within each 

mortar joint, a richer physical modeling technique was proposed in Edri et al. [5] that develops 

the dynamic BIM model. The physical modeling in this case also assumes rigid blocks, but now 

represents the mortar joints by nonlinear beam members. In the above three models, the blocks 

are assumed rigid. In Edri et al. [6], the level of the structural resolution is further refined by 

developing a continuous beam-type model (CBM model) where the flexibility of the masonry 

mailto:edri@technion.ac.il
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units and the mortar joints are considered. In that sense, the model augments the above models 

and generalizes the structural modeling of masonry walls. 

The experimental part includes monotonic and cyclic static tests on small-size masonry 

specimens (see Edri et al. [7]), and laboratory dynamic blast tests on a full-size wall using a 

blast simulator (see Edri et al. [8]). New experimental data is provided for the global and local 

measures of the response, quantifying the arching mechanism from macro and micro 

perspectives. These tests supported the theoretical work and provided additional experimental 

data for the examination and evaluation of the developed models. 

3. Conclusions 

The study has looked into the dynamic characteristics of the wall behavior through numerical 

investigation of the complex cracking evolution, the dynamic arching mechanism, and the 

features of its inelastic response and rocking. Overall, the static and dynamic experiments 

incorporated in the context of the present research have provided new data for the examination 

and evaluation of the developed models, quantified the static and dynamic response, and 

illuminated the arching mechanism through macro and micro perspectives. The findings of the 

analyses, the experimental work, and the numerical studies have indicated that the blast 

response of arching URM walls is characterized by unique nonlinear phenomena that affect the 

behavior and the analysis of such walls. The spectrum of analytical models, with different levels 

of resolution of the structural modeling, has set theoretical platforms for the static and dynamic 

analysis of the arching wall, clarified its response, and provided inclusive insight into its 

nonlinear behavior. It has also proposed a variety of modeling capabilities that eventually 

provide a possible trade-off between computation time, resolution, and accuracy. 
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Abstract: In the present work we propose a comprehensive technique to derive reduced models of nonlinear

dynamical systems stemming finite element discretisation of continuum mechanics problems. The approach

is based on a reformulation of the parametrisation method for invariant manifolds initially developed by

Cabré, Fontich, and de la Llave and we exploit the introduction of nonlinear lifting operators from the

physical space to normal coordinates defined over an invariant span of the phase space. The method is

applied to the computation of bifurcation diagrams for periodic orbits of resonating micro electro mechanical

systems and results are compared with solutions computed from full order simulations. The accuracy and

the efficiency of the proposed reduction procedure make the presented approach a milestone in the field of

nonlinear vibrations.
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1 The direct parametrisation method for invariant manifolds

The parametrisation method for invariant manifolds (PIM) [1] sets the mathematical frame-
work for deriving efficient reduced models of dynamical systems by parametrising the sys-
tem motion along invariant spans of the phase space. However, the original formulation of
the method features two main limitations associated to its application on high dimensional
models, namely the necessity to rewrite the dynamical system in modal coordinates, hence
requiring the knowledge of the full eigenspectrum of the system [1], and the necessity to
compute nonlinear tensors for the original finite element model [2]. In the present work
we propose a reformulation of the parametrisation method for invariant manifolds in direct
form (DPIM) by introducing nonlinear lifting operators that map coordinates defined over
an invariant set to the physical coordinates of the finite element model [3, 4, 5]. Furthermore,
by operating the coordinate change on the approximated fields, we avoid the explicit com-
putation of the nonlinearity tensors, hence avoiding memory constraints reported by similar
developments [2].
A major field of application of the presented methodology is that of nonlinear vibrations and
the industrial field of interest is the semiconductor industry since computation of bifurcation
diagrams for periodic orbits is an essential step to optimize the behaviour at resonance of
microsystems used in most electronic devices such as gyroscopes, resonant accelerometers,
and micromirrors. This class of dynamical systems is described by the following equation:

MÜ + CU̇ + KU + G(U,U) + H(U,U,U) = F, (1)
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with M mass matrix, C damping matrix, K stiffness matrix, G quadratic nonlinear operator,
H cubic nonlinear operator, F external forcing, and U displacement field. The system is non-
conservative and non-autonomous. Dimensionality reduction is performed by introducing
a time-dependent coordinate change between nodal displacements U, velocity V = U̇ and
the normal coordinates, i.e. the coordinates defined along the invariant set over which we
parametrise the system motion following the procedure detailed in [5].
As an example, the method is here applied for predicting the nonlinear dynamic response of
the MEMS arch resonator reported in Fig. 1(a). The device features a 1:2 internal resonance
relation between the eigenfunctions reported in Fig. 1(b) and Fig. 1(c). The reduced model
is performed by parametrising the system motion along the four-dimensional invariant set
associated to the two eigenmodes. In Fig. 1(d) we report the bifurcation diagram computed
by imposing an harmonic forcing with frequency Ω on the device and we compare the results
with full order simulations. The match is perfect and the total computation time for the
bifurcation diagram was lower than three minutes with the DPIM, a performance that sets
a new standard in the field of nonlinear vibrations.

Figure 1: (a) example MEMS structure. (b-c) coupled modes in 1:2 internal resonance. (d) comparison
between proposed method (DPIM) and full order harmonic balance finite element (HBFEM) solutions. The
frequency is normalised by the eigenfrequency of the first mode ωB1

. Along the y-axis we report the modal
amplitude for the mode in (c) uB2 scaled by its mode shape ΦB2 and normalised by the arch thickness T .
Diagrams are computed for three forcing F values, whose intensity is reported as tags in the picture.
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Abstract: Computer simulations solving non-stationary problems such as the propagation of air pollutants
using the finite element method are currently considered a hot scientific topic. This is because there is a
need to reduce the computational cost of classical algorithms and the need to control the correctness of
the computational process automatically. Expressing the computational process through the production of
hypergraph grammar can solve both problems. The thesis aims to design, implement, and test a new class of
graph-grammar-based algorithms for the generation of computational meshes and air pollution simulations.
They employ the finite element method solver based on the advection-reaction-diffusion formulation and
use the graph representation of the computational mesh adaptively built with the triangular finite elements,
constructed basing on the terrain topographic data. In particular, the computational mesh generation process
was expressed by the graph-grammar productions, the generation of three-dimensional tetrahedral meshes
filling the atmosphere on top of the terrain mesh, and the graph-grammar productions expressing the matrix
free iterative solver algorithm. The graph-grammar productions are executed in parallel over mesh elements.
They multiply the element matrices by the right-hand side vector and assemble to global right-hand side
vector. The expression of the mesh generation and solver algorithm by graph-grammar productions allows
for efficient parallel simulations of the pollution propagation process.

Keywords: Finite Element Method, Graph grammars, Air pollution simulations, Matrix free solver

1 Introduction

Computer simulations solving non-stationary problems such as the propagation of air pol-
lutants using the finite element method are currently considered a hot scientific topic. The
reason of it is a need to reduce the computational cost of classical algorithms and the need
to control the correctness of the computational process automatically. The dissertation
aims to design, implement and test new algorithms for the generation, and adaptation of
computational meshes, as well as expressing the finite element method solvers in order to
effectively simulate the process of propagation of pollutants described by the advection-
diffusion-reaction equations [2]. In particular, the productions of hypergraph grammar [2]
express the Rivara’s longest-edge refinement algorithm. The expression of the mesh gener-
ation algorithm by graph-grammar quarantees the correctness of the mesh and allows for
efficient parallelization.

2 Results

In the dissertation, an algorithm for pollution simulations over complicated terrain topogra-
phy with adaptive finite element method and graph grammar based longest-edge refinement
was designed and implemented. The graph-grammar based longest-edge refinement was
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Figure 1: Graph grammar based pollution propagation simulation in Lesser Poland. Exemplary production.

employed for modeling the terrain topography and extended to model the generation of the
three-dimensional tetrahedral meshes span over the terrain mesh. This graph grammar model
was incorporated with the finite element method stabilized with Streamling-Upwind-Petrov-
Galerkin (SUPG) method for the non-stationary advection-diffusion-reaction simulations. It
allowed running a simulation of the pollution propagation over Lesser Poland area. Dur-
ing the work, it was shown that the graph-grammar based implementation of the longest
edge refinement algorithm allows for additional parallelization within a single longest-edge
refinement path, thus allowing for extra speedup.

3 Conclusions

The thesis shows how to express, by graph-grammar productions, the longest-edge mesh
refinement algorithm for a two-dimensional mesh with triangular elements. The graph-gram-
mar-based algorithm allows for better parallelization than classical Rivara’s algorithm. It is
also shown how to extend it to the three-dimensional grids and interface with GMRES solver
and Crank-Nicolson time integration scheme. The mesh generation algorithm removes all
the hanging nodes automatically from the mesh. The stabilized advection-diffusion-reaction
solver executed on the computational mesh based on topographic data of Lesser Poland
area provides a tool for the pollution propagation simulations. Additionally, a method to
include non-regular topographic data into alternating-direction solver with finite difference
method was proposed. Also, the graph-grammar based solver was compared with alternating-
directions solver indicating that despite linear computational cost of the latter, in its current
form it does not allow for mesh adaptation, which makes the graph-grammar based solver
more attractive.
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Abstract: The deployment of hydrogen represents a unique opportunity to decarbonize our energy system. 
However, its utilization in combustion processes involves several challenges, e.g., lean hydrogen/air flames 
are prone to thermodiffusive instabilities, which significantly enhance flame speeds and reaction rates and have 
a leading order effect on the flame dynamics. As the underlying mechanisms lack a detailed understanding, 
large-scale direct numerical simulations are performed in this work. Key findings comprise the identification 
and explanation of a largest and smallest intrinsic structure of the unstable flame front corrugations; the 
quantitative assessment of the thermodiffusive instability mechanism in a large parametric space, linking its 
effects to fundamental flame properties, and deriving physics-based low-order models; the identification of a 
synergistic interaction between the thermodiffusive instability and the always prevailing hydrodynamic 
instability by using a novel modelling approach; and the recognition of synergistic interactions between 
turbulence and thermodiffusive instabilities, leading to a remarkable four-fold increase of reactivity and a three-
fold increase of the flame speed in turbulent flames. Such an increase of flame speed is of utmost engineering 
relevance for hydrogen-operated combustion devices as it is a key design and model parameter. 

Keywords: Hydrogen, Premixed Combustion, Direct Numerical Simulations, Thermodiffusive Instabilities 

1. Research Goals 

To decarbonize our energy systems, hydrogen plays a special role among synthetic fuels as 
it is carbon-free and very versatile in energy on-demand applications. While its utilization 
bears a huge potential for further optimization of combustion processes, it also involves 
several scientific and technological challenges. Research needs arise predominantly from the 
molecular transport and flame properties, which are entirely different from conventional 
fuels. Hydrogen features a significantly higher diffusivity that leads to the onset of 
thermodiffusive instabilities. These instabilities are yet not well understood and theoretical 
models lack an accurate description of them. Therefore, a systematic analysis of such 
instabilities is performed by means of direct numerical  simulations (DNS). DNS represent 
a powerful research tool for model development and analysis as they provide high-fidelity 
velocity, temperature, and species data, which is typically challenging to obtain 
simultaneously in experiments. The overarching goal is to provide a detailed 
understanding of the underlying physical processes and to develop predictive combustion 

Figure 1. Flame front corrugations in an initially flat hydrogen/air flame (𝜙 = 0.4, 298𝐾, 1𝑏𝑎𝑟), leading 
to a four-fold flame speed increase and super-adiabatic temperatures of up to 200	𝐾. 
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models that account for the effects of thermodiffusive instabilities. At 
present, the lack of such models represents a major impediment for the 
optimization of hydrogen-operated combustion devices. 

2. Key Findings  

Fig. 1 shows an initially planar hydrogen flame that develops strong 
corrugations due to the presence of thermodiffusive instabilities, leading 
to a significant four-fold enhancement of the flame consumption 
speed compared to the propagation speed of a flat flame [1]. The small-
scale cellular flame front corrugations are linked to fundamental 
growth rates obtained from a linear stability analysis [2]. Further, the 
generation mechanism of the large-scale flame fingers, which have 
been identified as an intrinsic length scale for the first time [1], is 
linked to a synergistic interaction of the thermodiffusive instability 
mechanism with the hydrodynamic instability, which always prevails 
in premixed flames [3]. The propensity of hydrogen/air flames to form 
thermodiffusive instabilities is studied numerically in a large parametric 
space of temperature [298-700 K], pressure [1-20 bar], and equivalence 
ratio [0.4-1.0] relevant to engineering applications. A remarkable six-fold increase of flame 
speeds is observed for high pressures, low temperatures, and low equivalence ratios, which 
is linked to fundamental flame properties and a low-order model for the flame speed 
enhancement is derived [4]. To assess the interactions of thermodiffusive instabilities and 
turbulence, DNS of a lean hydrogen/air flame in a slot burner configuration at a jet Reynolds 
number of 𝑅𝑒 = 11,000 are performed, which is shown in Fig. 2. Turbulence is found to 
further amplify thermodiffusive instabilities, leading to higher flame speeds and super-
adiabatic temperatures in the turbulent flame compared to the laminar flame in Fig. 1 [5]. 
Thermodiffusive instabilities are shown to have tremendous effects on the flame dynamics 
in hydrogen/air flames with large implications for engineering problems. Thus, key insights 
into such instabilities and low-order models for combustor design are proposed in this work. 
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Figure 2. DNS of lean 
hydrogen/air flame in 
a slot burner confi-
guration with super-
adiabatic temperatures 
of up to 400	𝐾. 
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Abstract: 

The present thesis addresses several challenges arising in the development of a state-of-the-art Integrated 

Computational Materials Engineering (ICME) framework to design and optimize amorphous thermoplastic 

blends exhibiting a particulate morphology. Without any loss in generality, particular focus is given to PC/ABS, 

one of the most successful commercial polymer blends composed of Acrylonitrile-Butadiene-Styrene (ABS) 

particles embedded in a polycarbonate (PC) matrix. Given the high dimensional engineering design space 

associated with this class of advanced materials, the recent data-driven material design paradigm arises as a 

promising tool to find optimum process-structure-property-performance bridges. However, unlocking the true 

potential of such a framework in terms of actual engineering applicability demands the development of 

powerful computational methodologies -- this is the main driving force of the research endeavor put forth in 

the present thesis. 

A new computational generation method for particle-reinforced materials, coined AMINO (Adaptive Multi-

temperature Isokinetic Method), is proposed in a framework of time-driven molecular dynamics [1, 2]. Besides 

the suitable handling of the intersections between particles through a coupled cell-Verlet list method, AMINO's 

high efficiency stems from an adaptive (explicit) time integration scheme and a multi-temperature isokinetic 

thermostat that accelerate the convergence towards a legal configuration. Extensive numerical applications and 

comparisons with real micrographs demonstrate that AMINO can generate high-fidelity periodic representative 

volume elements (RVEs) under a broad spectrum of microstructure descriptors. 

The recent clustering-based reduced-order modeling framework based on a Lippmann-Schwinger integral 

equilibrium formulation is thoroughly derived under both infinitesimal and finite strains, and adopted to 

perform a fast computational homogenization of high-fidelity RVEs. Clustering adaptivity is introduced for 

the first time in such a framework, enhancing the accuracy of clustering-based reduced-order models (CROMs) 

by unlocking a dynamic clustering in the prediction stage. A novel adaptive CROM coined Adaptive Self-

Consistent Clustering Analysis (ASCA) is shown to accurately capture highly localized plasticity in a particle-

reinforced composite while keeping high efficiency [3]. A new finite strain extension of the Self-Consistent 

Clustering Analysis (SCA) CROM compatible with the multiplicative nature of the deformation gradient is 

also proposed, being an accurate and robust self-consistent scheme still under investigation. 

A visco-elastic-visco-plastic constitutive model is formulated to describe the finite strain nonlinear behavior 

of amorphous thermoplastics [4]. The constitutive formulation is presented within the framework of 

thermodynamics of irreversible processes, a highly efficient, fully implicit computational implementation is 

thoroughly derived, and a two-stage optimization-based calibration procedure is proposed. An excellent 

agreement between the constitutive model predictions and experimental results is obtained at different 

temperatures and strain rates for PC, being the distinct stages of the highly nonlinear finite deformation 

accurately captured. The new model is extended to account for the phenomenon of rubber particle internal 
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cavitation, which plays a major role in the behavior of rubber-toughened amorphous thermoplastics such as 

ABS. 

Keywords: Computational mechanics, Microstructure generation, Reduced-order modeling, Constitutive 

modeling, Amorphous thermoplastics 
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Abstract: Glioblastoma is the deadliest and most frequent brain tumour. Tumour cells migrate towards 

oxygenated areas and then proliferate close to the blood vessels, eventually collapsing them and avoiding 

oxygen supplies. This cyclic behavior is one of the driving forces behind glioma aggressiveness. We present 

here a computational framework integrating physical knowledge, data obtained from microfluidic devices and 

machine learning tools for both predicting glioblastoma progression and understanding the metabolic switch 

between proliferation and migration. The method accurately predicts glioblastoma progression in microfluidic 

cell cultures and unveils this metabolic switch for different benchmark models, laying the first foundations in 

the use of data-intensive tools in biomedical engineering and clinical problems for personalized medecine. 

Keywords: Physics-Informed Machine Learning, Glioblastoma, Physically-Guided Neural Networks. 

1. INTRODUCTION 

Glioblastoma (GBM) is the deadliest and most frequent tumour affecting brain tissues [1]. 

Mathematical models are, in conjunction with experimental data, a valuable tool for a better 

GBM understanding, prognosis estimation and in silico therapy design. However, despite 

their predictive capacity, these models fail to unravel hidden complex biological processes, 

masked due to the high non-linearity and coupling of the different phenomena involved.  

Recently, a new paradigm is rising in Simulation-Based Engineering and Sciences [2], which 

aims for incorporating Artificial Intelligence tools to conventional mathematical modelling, 

though some scepticism exists about their “black box” nature. This lack of explanatory 

capacity may be supplied by centuries of research, which have resulted in high knowledge 

about our environment and cannot fall on deaf ears. Cancer processes are not the exception. 

In this work, a new approach for analyzing tumour evolution is proposed, combining the use 

of data and Machine Learning tools with the explanatory capacity of physical models about 

cancer progression, something nowadays possible thanks to the great advances in cell culture 

monitoring. A computational framework is built in which GBM evolution is reproduced in 

microfluidic devices under different experimental configurations, and, more importantly, the 

metabolic switch from GBM cell migration to proliferation (go-or-grow) is unveiled.  

2. METHODS 

A computational framework is built for the simulation of GBM in microfluidic devices. The 

biological system is represented by a set of Partial Differential Equations (PDEs). The go-

or-grow switch is encoded in a pair of functions Πgr and Πgo, depending on the oxygen level 

and fitting parameters. Using data from microfluidic devices and a stochastic approach using 

the concept of copulae, the model is calibrated and the go-or-grow explored. This metabolic 
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switch is further investigated by means of a special family of Artificial Neural Networks, 

able to represent non-measurable data and relationships within a consistent physical context. 

3. RESULTS 

GBM progression is reproduced for different experiments with the parametric approach (Fig. 1). 

However, there is still important uncertainty in the representation of the go-or-grow. Physically-

Guided Neural Networks (PGNN) outperform the parametric approach both for predicting GBM 

progression and for explaining its nature, when tested over several benchmark models (Fig. 2). 

 
(a) Double pseudopalisade (day 21). 

  
(b) Pseudopalisade (day 6). 

Figure 1. Comparizon between the experimental results and the simulations. 

 
(a) Double pseudopalisade (day 21). 

 
(b) Pseudopalisade (day 6). 

Figure 2. Errors with the parametric and PGNNIV approach for explaining and predicting GBM progression.. 

4. CONCLUSIONS 

Although good GBM progression predictions are obtained with the parametric approach, 

PGNN outperform the former in both predictive and explanatory capacity. PGNN learn 

faster, are less data demanding, and have an extra filtering capacity than conventional NN. 

A workflow integrating patient-specific data and cell culture monitoring lays the foundations 

of personalised medicine, letting us glimpse an encouraging future in the fight against GBM.  

Acknowledgements 

Spanish Ministry of Science and Innovation (project PGC2018-097257-B-C31). 

References 

[1] Alexander, B. M., et al. (2017). Adult glioblastoma. J. Clin. Oncol., 35(21), 2402-2409. 

[2] Karpatne, A., et al. (2017). Theory-guided data science: A new paradigm for scientific 

discovery from data.  IEEE Trans Knowl Data Eng, 29(10), 2318-2331. 



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Modeling the Role of the Stem Cell Niche in Blood Cancer
Progression

Thomas Stiehl∗

∗ Institute for Computational Biomedicine - Disease Modeling
RWTH Aachen University, Aachen, Germany &

Department of Science and Environment
Roskilde University, Roskilde, Denmark

e-mail: tstiehl@ukaachen.de

Abstract: Acute myeloid leukemia (AML) is one of the most aggressive cancers. It is driven by cancer

stem cells which trigger malignant cell expansion and impairment of healthy blood cell formation. There

is evidence that cancer stem cells and blood forming (hematopoietic) stem cells compete for supportive

micro-environments, so-called stem cell niches. We propose mathematical models helping to understand

how stem cell competition affects AML clinical course and patient prognosis. The proposed models provide

new insights into the problem of prognostic stratification and interpretation of patient samples.

Keywords: Hematopoietic stem cell, cancer stem cell, stem cell niche, acute myeloid leukemia, prognosis,

competition, mechanistic computational modeling, ordinary differential equations, disease modeling

1 Introduction

Tissue stem cells drive homeostasis and regeneration. Unlike other cell types they can
perform a (potentially) unlimited number of divisions and give rise to multiple types of spe-
cialized cells. Due to their ability to self-renew, the stem cell population persists throughout
the life of an organism. The tissue stem cells responsible for blood cell formation are referred
to as hematopoietic stem cells (HSCs). HSCs are located in specialized micro-environments
in the bone marrow, so-called stem cell niches, which they require to preserve their function.

AML is driven by leukemic stem cells (LSCs) [1]. The LSCs interfere with the HSC niche and
give rise to the heterogeneous malignant cell bulk. The malignant cell expansion eventually
leads to impairment of healthy blood cell formation. Due to its limited accessibility, our
knowledge about the human HSC niche and its role in AML is limited.

2 Approach and Results

We consider a set of non-linear ordinary differential equation models [2, 3, 4, 5] to better
understand the interaction of HSCs, LSCs and the niche. The models account for important
feedback mechanisms of the hematopoietic system and for the competition of healthy and
malignant cells. We combine model analysis and computer simulations to investigate how
processes in the stem cell niche impact on AML progression.

In agreement with clinical observations [6] the models [4, 5] assume that HSCs and LSCs
compete for spaces in a joined stem cell niche. The progeny arising from stem cell division
attempt to conquer a niche space, either by adhering to a previously empty space or by
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dislodging a stem cell from the niche (LSCs can dislodge HSCs and vice versa). Stem cells
finding no niche space or stem cells dislodged from the niche are assumed to lose stemness.

Model simulations suggest that the LSC division rate and the probability quantifying dis-
lodgement of HSCs by LSCs have a major impact on the speed of disease progression. We
use measurements of the leukemic cell burden in the bone marrow (blast fraction) and of
HSC counts at the time of AML diagnosis [6] to fit the model to individual patients. Based
on the estimated LSC proliferation rate and HSC dislodgement probability we subdivide
patients into prognostic groups. For the patients considered in [6] this approach provides
additional information compared to the clinically used (i.e., cytogenetic) risk scoring.

More detailed models of cellular interactions accounting for detachment, attachment, divi-
sion, differentiation and self-renewal of the stem cells [2, 3] identify high self-renewal and
high niche attachment rates as factors increasing the competitive advantage of LSCs over
HSCs. Simulations suggest that the malignant cell burden in the stem cell niche potentially
differs from the malignant cell burden measured in blood or whole bone marrow samples.

3 Conclusions

The combination of computational modeling and patient data suggests that properties of
leukemic stem cells might impact on the clinical course of AML. Computational modeling
can help to understand how processes in the stem cell niche are linked to disease progression
and thus contribute to prognostic stratification of AML patients.
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Abstract: Phenotypic diversity plays a major role in tumour development and patients outcome. Pheno-

typic plasticity acts a source of diversity in cancer, beyond genetic mutations. We propose a mathematical

modeling framework for stochastic changes affecting proliferation rate, based both on a reaction-advection-

diffusion model and a discrete model. We provide experimental validation in a non-small cell lung cancer

cell line (NCI-H460). We consider the role of additional variables on cell growth, such as growth factors

seggregation and cell-to-cell interactions. We use an analogous approach to assess the role of chromosomal

instability in aneuploid subtypes of childhood B-acute lymphoblastic leukemia using real data from patients.

Using a discrete simulator we discuss how, within a certain range, chromosomal instability increase the

chances that the cells reach a fitter phenotype shaping patients response, as observed in real-life patients.

Keywords: Evolutionary dynamics, cancer, cell proliferation, phenotypic plasticity, chromosomal instabil-

ity, partial differential equations, mathematical models, discrete simulator, B-acute lymphoblastic leukemia.

1 Introduction

Evolutionary dynamics comprises all the changes in time at many different biological scales,
ranging from individuals to complete ecosystems. In the light of evolution, tumour progres-
sion has often been explained by looking at the somatic changes of cancer cells. However,
it is extensively known that cancer evolution goes far beyond genetic changes. Tumour het-
erogeneity takes places at different levels, including the genome, transcriptome, proteome
and subsequently, the phenome, or the phenotypic distribution affecting a certain cell trait.
We wanted to assess the impact of stochastic fluctuations affecting cell traits as a source of
phenotypic diversity and how they may affect tumour progression.

2 Methods and results

Firstly, we focused on cell proliferation and we approached this general problem from a theo-
retical and computational point of view. We proposed a discrete stochastic model describing
the growth dynamics of an initially clonal population of tumour cells. Due to stochas-
tic changes, these cells may end up showing different proliferation rates, giving rise to a
phenotypic distribution in proliferation. We derived the balance equation into a reaction-
advection-diffusion model:

∂n

∂t
= D

∂2n

∂ρ2
− v ∂n

∂ρ
+ ρn− µn (1)
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where n = n(ρ, t) denotes the cell density function. The first term in (1) accounts for the
fluctuations on the proliferation rate ρ which occur with a constant phenotypic diffusion
coefficient (D), which is necessarily greater than zero. The second term represents the drift
in proliferation with a velocity v. Finally, we included cell proliferation and apoptosis in the
third and fourth term, respectively. Our simulations revealed that phenotypic distribution
broads in time and cell population showed a faster-than-exponential growth dynamics. From
this reaction-advection-diffusion model a complete set of ordinary differential equations for
the evolution in time of total cell number (N), mean proliferation rate (〈ρ〉) and for the vari-
ance of the phenotypic distribution (〈σ2〉) These three ODEs constitute an exactly solvable
model, allowing us to obtain an explicit expression for the standard deviation (〈σ〉(t)), the
mean proliferation (〈ρ〉(t)) and total population (N(t)). We used these results to validate
our hypothesis experimentally in a non-small cell lung cancer cell line (NCI-H460). Detailed
information is provided in [1].

Although we focused until this point on cell proliferation, phenotypic plasticity affects every
cell trait and it has a direct impact on the behaviour of the cell as a whole. Although
it is generally hidden behind epigenetics, gene regulation and other molecular processes,
the biological basis of phenotypic plasticity is hard to define or delimit. Understanding it
as a substrate for evolution to occur may be a good starting point. This rationale was
later on applied to real patients data. We addressed the role of chromosomal instability on
the development of different clinical phenotypes in patients affected by childhood B-acute
lymphoblastic leukemia (B-ALL) [2]. We developed a discrete simulator which incorporates
parameters based on single-cell karyotyping data at diagnosis (sequenced by NGS) and after
B-ALL progression in PDX models. Mitotic deffects, missegregation rates, dynamics of blast
fraction in peripheral blood and proteomics data were also taken into account. We worked
on the definition of a contribution to fitness value for each individual chromosome. We
addresed the trade-off between cell diversity and cell viability.

3 Conclusions

Our results suggest that phenotypic transitions sustaining continuous proliferation rate in-
crease could be spontaneous and take place even in the absence of evolutionary pressures.
Additionally, chromosomal instability acts as a source of variation for tumour cells, giving
them the chance to reach fitter karyotypes and resembling on virtual patients outcome what
has been observed in real patients.
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[2] Molina O, Abad MA, Solé F, Menéndez P. Aneuploidy in Cancer: Lessons
from Acute Lymphoblastic Leukemia. Trends Cancer. 7(1):37-47. 2021. doi:
10.1016/j.trecan.2020.08.008.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

Modelling the impact of intra-tumour heterogeneity on
radiotherapy outcomes

Giulia Celora∗, Helen Byrne† and Panos Kevrekidis‡

∗ Department of Mathematics
University College London (UCL)

London, UK
e-mail: g.celora@ucl.ac.uk

† Wolfson Centre for Mathematical Biology,
Mathematical Institute, University of Oxford

Oxford, UK

‡ Department of Mathematics and Statistics,
University of Massachusetts Amherst

Amherst, US

Abstract: In cancer, treatment failure and recurrence of disease have been linked to the diverse makeup of

tumors, where cells with varying characteristics (such as sensitivity to treatment) coexist. In this talk, I will

present a structured-population model to describe the evolution of tumour heterogeneity in a slice of tissue

which is oxygenated from the boundary by a vessel and exposed to radiation treatment. The model consists

of a system of coupled non-local partial differential equations that links the phenotypic evolution of tumour

cells to the local oxygen levels and treatment. Using a combination of analytical and numerical techniques

to investigate model predictions, I will show how the model can be used to inform general principle for the

design of radiotherapy protocols that are more effective than standard of care regimens commonly applied

in the clinic.

Keywords: evolutionary dynamics, cancer stem cells, radiotherapy

1 Introduction

Failure of cancer treatments is often associated to intra-tumour heterogeneity. While cur-
rent treatments are effective in killing the bulk of the tumour, it is the presence of small
subpopulation of (stem-like) resistant cells that are eventually responsible for relapse. Ex-
perimental evidence suggests that cues from the tumour microenvironment, such as hypoxia
(i.e., abnormally low oxygen levels), can drive tumour cells to transition towards an aggres-
sive, treatment-resistant phenotype (a stem-like state). Mathematical modelling can help in
understanding the spatio-temporal evolution of intra-tumour heterogeneity under the influ-
ence of various environmental factors and how this then reflects pm disease progression and
treatment outcomes.
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2 Predicting the impact of intra-tumour heterogeneity on radiotherapy out-
comes

In our recent publication [1], we propose a novel mathematical model, structured by pheno-
type and space, to investigate the impact of spatial variation in oxygen levels on a tumour’s
phenotypic composition and growth dynamics in the presence and absence of radiotherapy.

The proposed model consists of a system of coupled non-local and non-linear partial differ-
ential equations that links the phenotypic evolution of tumour cells to the local oxygen levels
and radiotherapy treatment. As shown in [1], in the absence of treatment and for biologi-
cally realistic values of the model parameters, the system has two non-negative stable steady
states which can be mapped to a “tumour-extinction” and a “tumour-invasion” scenario.

In this talk, I will focus on how we can use the insights gained from the analysis of the
long-term behavior of model solutions to design treatment strategies that are more effective
than standard protocols currently used in clinics. A key insight from the model is the impor-
tance of monitoring a tumor’s burden and its phenotypic composition to predict treatment
outcomes. In particular, we find that a successful treatment strategy must jointly control the
tumor burden and the prevalence of resistant stem-like cells. Leveraging numerical simula-
tions, I will demonstrate how this can be accomplished by modifying standard radiotherapy
schedules to include ”treatment holidays”. By comparing model-informed protocols with
standard of care, we find that the former can lead to the successful eradication of more
aggressive tumors for which standard of care fails. I will conclude the talk by discussing
the limitations of our modeling framework and the challenges that arise when considering
translating model predictions to the clinic.
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Abstract: Temozolomide (TMZ) is part of the standard of care in the management of glioblastoma (GBM),

and is commonly used in low-grade gliomas (LGG). In this work, we explored alternative TMZ schedules to

assess whether they outperform standard of care for gliomas. Agent-based mathematical models fed with

either mouse or patient data were developed for in-silico studies of therapy optimization. The experimental

data used to confirm the results were mouse glioma models, human GBM U251 cells immobilized in alginate

microfibers, and patient data from the TCGA/TCIA public databases and TOG clinical study. Slow-growth

“virtual” murine GBMs benefited from increasing TMZ dose separation in-silico. In line with the simulation

results, improved survival, reduced toxicity, lower expression of resistance factors, and reduction of the tumor

mesenchymal content were observed in experimental models subject to long-cycle schedules. Tissue analysis

after long-cycle TMZ treatments revealed epigenetically driven changes in tumor phenotype. Virtual clinical

trials provided support for implementation methods in human patients. In conclusion, we provided in-silico,

in-vitro and in-vivo evidence supporting that TMZ administration schedules with increased time between

doses may reduce toxicity, delay the appearance of resistances and lead to survival benefits in slowly-growing

GBMs.

Keywords: In-silico clinical trial, Mathematical oncology, Optimal drug scheduling, Temozolomide resis-

tance, Tumor phenotype, Cellular automata

1 Introduction

Temozolomide is an oral alkylating agent commonly used in low-grade gliomas, and as the standard
of care in the management of glioblastomas, due to its favorable toxicity profile [1]. However, its
moderate effect, together with the resistance induced by MGMT methylation status [2,3], have
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spurred the search for ways to increase the effect of this drug. While there is plenty of research
looking for better scheduling strategies, no rationale has been found supporting alternative admin-
istrations. Based on temozolomide short half-life, with the aim of depleting intracelular MGMT,
dose-dense regimens have been proposed and tested even in clinical trials [4], to no avail. In this
work, we provide evidence suggesting that protracted temozolomide therapy may be beneficial in
terms of survival, resistance and toxicity, even outperforming standard therapy schemes.

2 Extended abstract content

We conducted in-silico, in-vitro and in-vivo studies to find optimal drug schedules based in long-
cycle schemes outperforming standard ones in terms of survival, resistance and toxicity. Agent-
based mathematical models fed with either mouse or patient data were developed for the in-silico
studies [5]. The experimental test beds used to confirm the results were: mouse glioma models
obtained by retroviral expression of EGFR-wt/EGFR-vIII in primary progenitors from p16/p19
ko mice and grown in-vitro and in-vivo in orthotopic allografts [6], and human glioblastoma U251
cells immobilized in alginate microfibers. The patient data used to parametrize the model were
obtained from the TCGA/TCIA databases and the TOG clinical study.

Slow-growth ’virtual’ murine gliomas benefited from increasing temozolomide dose separation in-
silico. In line with the simulation results, improved survival, reduced toxicity, lower expression of
resistance factors and reduction of the tumor mesenchymal component were observed in experimen-
tal models subject to long-cycle treatment, particularly in slowly-growing tumors. Tissue analysis
after long-cycle temozolomide treatments revealed epigenetically-driven changes in tumor pheno-
type, which could explain the reduction in glioma growth speed. In-silico trials provided support
for implementation methods in human patients.

3 Conclusions

In-silico, in-vitro and in-vivo studies show that temozolomide administration schedules with in-
creased time between doses may reduce toxicity, delay the appearance of resistances and lead to
survival benefits mediated by changes in the tumor phenotype in gliomas [7].
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[7] Segura-Collar B, Jiménez-Sánchez J, Gargini R, et al. On optimal temozolomide scheduling for slowly

growing glioblastomas. Neuro-Oncology Advances, 2023; 4(1): vdac155.



VII ECCOMAS Young Investigators Conference

YIC2023

19-21 June 2023, Porto, Portugal

A multiscale model for combined therapy effects on glioma
progression

Conte Martina∗, Surulescu Christina†, Dzierma Yvonne §, and Knobe Sven‡

∗ Department of Mathematical Sciences ”G. L. Lagrange”
Politecnico di Torino

Torino, Italy
e-mail: martina.conte@polito.it

† Felix-Klein-Zentrum für Mathematik
Technische Universität Kaiserslautern

Kaiserslautern, Germany
e-mail: surulescu@mathematik.uni-kl.de

§ Department of Radiotherapy and Radiation Oncology
Saarland University Medical Centre

Homburg/Saar, Germany
e-mail: Yvonne.Dzierma@uks.eu

‡ Department of Radiotherapy and Radiation Oncology
Saarland University Medical Centre

Homburg/Saar, Germany
e-mail: Sven.Knobe@uks.eu

Abstract: A multiscale model for glioma spread in brain tissue under the influence of vascularization

is proposed to investigate and compare various therapy approaches. Precisely, these involve radio- and

chemotherapy in a concurrent or adjuvant manner together with anti-angiogenic therapy affecting the vas-

cular component of the system. We assess tumor growth and spread on the basis of DTI data and we apply

our model to real glioma patient data, showing the effects of a space-dependent radiotherapy plan.

Keywords: Multiscale glioma modeling; interplay with VEGFs and blood vessels; combined treatment

efficacy.

1 Introduction

Glioma is the most prevalent, aggressive, and invasive subtype of primary brain cancer,
characterized by rapid cell proliferation and great infiltration capacity [1]. Its infiltrative
spread is strongly related to very poor patient survival prognosis, considering the difficulty
to properly assess tumor margins for effective treatment. Tumor growth and migration in the
brain is a highly complex phenomenon, influenced by a multitude of intrinsic and extrinsic
factors at different spatial and temporal scales. Here, we propose a kinetic-based approach
for the description of glioma progression with a specific focus on the influence of the brain
vasculature on therapeutic effects.
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2 Extended abstract content

The basis for kinetic descriptions of glioma and endothelial cell (ECs) dynamics can be
found in [2]. Here, we extend those settings upon considering a more detailed description
at the microscopic level. Starting from the subcellular dynamics, we consider tumor re-
ceptor binding to anisotropic brain tissue and blood vessels together with the dynamics of
vascular endothelial growth factor (VEGF) receptors located on the EC membrane. The
tumor evolution, in fact, takes advantage of the patient-specific anisotropic brain structure,
in particular white matter tracts and blood vessels, which influences the direction of cell
migration. The relevance of these specific structures in the overall tumor evolution moti-
vates the need of developing personalized treatment planning, which should include such
characteristics. Moreover, at both the microscopic and mesoscopic level, we include in the
description different terms characterizing the effects of radio-, chemo-, and anti-angiogenic
therapy. This allows us to derive a macroscopic system of equations describing tumor-ECs
dynamics, together with VEGFs, healthy, and necrotic tissues evolution [3].
We numerically test our model in several scenarios, particularly focusing on the effects that
different treatment combinations can have on the evolution of the neoplasia. In particular,
we analyze the difference on the long-term tumor progression of different time administration
of the anti-angiogenetic. Moreover, taking advantage of the real patient data we had access
to, we observe the effects of a space-dependent radiotherapy plan of both the neoplastic and
healthy tissue, obtaining qualitatively reasonable results. Altogether, these results show how
multiscale models seem to offer an adequate frame for studying the effects of various therapy
ansatzes and have the potential to investigate a great variety of therapeutic scenarios (of
which we showed here just a few examples) in an unprecedented complexity and accuracy.
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Abstract: Invasion of the surrounding tissue is a key aspect of cancer growth and spread involving a

coordinated effort between cell migration and matrix degradation, and has been the subject of mathematical

modelling for almost 30 years. In this current work we address a long-standing question in the field of cancer

cell migration modelling. Namely, identify the migratory pattern and spread of individual cancer cells, or

small clusters of cancer cells, when the macroscopic evolution of the cancer cell colony is dictated by a specific

partial differential equation (PDE). The results presented have been accepted for a publication.

Keywords: Cancer invasion, multiscale modelling, hybrid continuum-discrete, coupled partial and stochas-

tic partial differential equations.

Cancer invasion is a complex process involving numerous interactions between the cancer
cells and the extracellular matrix (ECM) (cf. the tumour microenvironment) facilitated
by matrix degrading enzymes. Active cell migration (both individual and collective) and
increased/excessive proliferation enable the local spread of cancer cells into the surrounding
tissue or to secondary locations via blood or lymphatic vessels i.e., metastasis or metastatic
spread. An overview of the core aspects of invasion can be found in [2]. From a mathematical
modelling perspective, cancer invasion has been a topic of interest for almost 30 years with a
range of approaches and techniques being used, and an overview can be found in the recent
review paper [5].

The processes of solid tumour growth and cancer invasion have been typically described
in the mathematical oncology literature using deterministic, macroscopic models of partial
differential equations (PDEs). These models include interactions with the tumour microenvi-
ronment, leading to complex mathematical descriptions. One of the key modelling premises
is that the solid tumour is comprised of a large number of cancer cells – indicatively around
109 cells in 1 cm3 of tumour tissue. It is hence evident that a macroscopic description of the
tumour is better suited for mathematical—if not for biological—investigations.

On the other hand, the mathematical description of cancer cells migrating at the individual
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cell level allows for a higher degree of biological realism [4]. Consequently this introduces a
large system of (usually) stochastic differential equations (SDEs) that are neither amenable
to mathematical analysis nor straightforward computational simulation unlike many macro-
scopic models. However, it is clear that constructing models that capture the motion of
individual cancer cells, directed by a drift force, that diffuse into their environment, will give
a more accurate representation of their biological behaviour.

Nonetheless it is understood that these two mathematical descriptions should be interchange-
able with intrinsically identifiable and correlated cell migration properties. In this work by
Katsaounis et al. (in press) [3] we shed light on the relation between macroscopically de-
scribed cancer invasion models [1, 6] and the migratory properties of the individual cancer
cells. We show that the usual heuristic understanding of the diffusion and advection terms
of the PDE being one-to-one responsible for the random and biased motion of the solitary
cancer cells, respectively, is not precise. On the contrary, we show that the drift term of
the correct SDE scheme that dictates the individual cancer cell migration, should account
also for the divergence of the diffusion of the PDE. We support our claims with a number of
numerical experiments and computational simulations. We hence offer a bridge between the
two mathematical descriptions that allows us to scrutinise and accordingly improve the bio-
logical tractability of the macroscopic cancer invasion models, and the mathematical analysis
at the individual cell level.
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Abstract: Scaling laws were used in this study to characterize the growth dynamics of brain metastases

(BM), the most common intracranial tumour in adults, when they were subjected to various treatments.

The scaling law exponent beta was used as a growth factor to describe the dynamics. We have demonstrated

that the growth patterns of radiation necrosis, an adverse event occurring after irradiation, and tumour

recurrence differ, which may aid in their differentiation in clinical settings. We have also used mathematical

models that incorporate elements of the tumour biology and inflammatory response to support our findings,

and the results are consistent with our observations.

Keywords: Mathematical oncology, brain metastases, scaling laws, radiation necrosis

1 Introduction

The interplay of complex biological processes in a huge number of individual cells exist-
ing in varying environments leads to tumor development. In straightforward experimental
models, it has been demonstrated that mathematical growth laws can accurately predict
the longitudinal dynamics of tumour growth [1, 2]. Results regarding the development of
human malignancies in patients, however, are limited. In order to identify growth laws for
untreated and recurrently treated brain metastases (BMs), our work mined a large dataset
of 1133 BMs with longitudinal imaging follow-up.

After radiation therapy (RT) for BMs, radiation necrosis (RN) is a common side effect. Be-
cause RN and progressive disease (PD) seem identical on magnetic resonance images (MRIs),
it might be challenging to discern them apart. Previous theoretical studies anticipated that
RN would experience a quicker, although temporary, growth dynamics after RT, but no
study has used patient data to support that hypothesis. We hypothesize that recurrent BMs
and RN events might be distinguished using lesion size time dynamics derived from growth
laws matched with data from consecutive volumetric measurements on MRIs.
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2 BM longitudinal growth dynamics

The Von-Bertalanffy equation [3]
dV

dt
= αV β , (1)

has been proven recently to accurately captures the longitudinal dynamics of growing human
tumors [4]. It has been argued, and confirmed with data from human cancers, that malignant
tumors with heterogeneous clonal composition have exponents β > 1.

Three patient groups were examined: (i) patients with BMs that were growing untreated,
(ii) patients with BMs that were recurring after radiation therapy, and (iii) patients who
were undergoing chemotherapy (CT) but who did not get any specific BM treatment. For
untreated BMs (N = 10), the fitted individual exponents’ median value was β = 1.59. For
BMs growing under CT, the median growth exponent was β = 0.64 (N = 16). We found
β = 0.72 (N = 23) for BMs that continued to grow following radiation therapy (RT). Last but
not least, among those who underwent RT and were subjected to CT, we obtained β = 0.68

(N = 33).

3 Radiation Necrosis

Due to the quicker dynamics of inflammatory processes, growth exponents in patients with
RNs were shown to be significantly bigger than those in patients with PD. Between the two
groups, there were statistically significant differences (p < 0.001). The capacity of the growth
law exponent to classify the events was supported by the ROC curve (AUC = 0.76).

4 Conclusions

In summary, our analysis of a large set of BM data revealed a constant acceleration of growth
caused by Darwinian competition between various tumour subpopulations. Recurrent BMs
showed slower growth, which is consistent with a decrease in tumour heterogeneity driven on
by the treatment. Additionally, growth law exponents derived from sequential longitudinal
MRIs following RT can be used as an additional tool in the differential diagnosis between
RN and progressing disease.
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Abstract

In recent years, the use of methods from the artificial intelligence field in topology optimisa-
tion schemes has been an active area of research [1]. These machine-learning-based models
have mainly been applied to create direct optimised designs or accelerate these procedures.
One of the main challenges in this field is improving the multiscale resolution of structural
problems.

This study presents a new methodology to accelerate the topology optimisation process
at the mesoscale by using neural networks. The multiscale topology optimisation process
involves solving a global topology optimisation process for material distribution. Then, the
macro problem is divided into cells or regions where the resolution is improved by applying
mesoscale topology optimisation in each cell. Since the number of cells can be significant,
the computational cost of such an algorithm is expensive. Then, taking advantage of the
repeated structure of the cells, a neural network-based topology optimisation algorithm is
trained to obtain the topology of each cell at a small computational cost.

In this talk, we present the architecture of the Artificial Neural Network used for the
mesoscale topology optimisation process, considering its limitations and performance in the
selected problems. Finally, we will present this methodology’s preliminary results and the
potential applications fields as topology-optimised infill designs that can be used in several
applications as prostheses or any mechanical design of light structures.
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Abstract: This study involves the development of a weight optimisation method for simply supported composite 

thin walled structures under buckling and strength constraints, to be used in the preliminary design of aircraft 

structures. The paper involves two parts: First, a neural network is trained with finite element results to predict the 

initial buckling of the plates under combined compression and shear loads, obtaining a relative error lower than 

1% in the majority of laminates. The second part, involves the development of an optimisation method in the Julia 

language, with computational speed as a priority. A greedy approach is followed to obtain an optimal database of 

stacking sequences for a range of compression and shear loads. All stacking sequences in the database satisfy 

blending constraints, that is, all plies in the thinner laminates have continuity throughout the thickest laminates in 

the structure. Different strategies are presented and compared and the methods are validated by comparison with 

an exhaustive search approach. 

Keywords: laminate, optimisation, neural network, buckling 

 

1. INTRODUCTION 

Preliminary sizing of composite structures is one of the main necessities when studying new 

designs in the aeronautics industry. New configurations require a constant analysis of the failure 

modes and the strength of the structure, needing updates after each iteration. A preliminary 

sizing method must necessarily have a fast execution speed while reaching reasonable accuracy. 

The method proposed in this document aims to optimise execution speed while keeping enough 

accuracy for a preliminary design stage. Specifically, the method will focus on finding an 

optimised laminate database in terms of weight for a range of compression and shear loads, 

which assures compatibility amongst the laminates so that the structure can be manufactured. 

To obtain the desired computational speed, a neural network is trained with buckling results 

from a finite element method (FEM) model so that the buckling analysis during the optimisation 

process does not highly penalise the computational time. 

In 2019, X. Liu proposed in his thesis [1] an optimisation method based on lamination 

parameters which is highly representative of the state of the art of this approach. This method 

consists of two stages: first, optimal lamination parameters and thickness are found with 

VICONOPT software. In the second stage, a branch and bound method is used to find the 

stacking sequence which matches the first lamination parameters and satisfies the constraints.  

Other approaches of existing methods have been developed by [2], where the optimisation 

algorithm works with the ply orientations directly instead of lamination parameters. Irisarri et 

al. [3] introduced a new concept, stacking sequence tables, in which each number of plies is 
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given an associated laminate, adding plies from the thinnest laminate to assure compatibility, 

and the location and order of ply drop-offs is determined. Adams et al. in 2004 [4] introduced 

an optimisation method in which the optimal compatible laminates were obtained by, given a 

thick guide laminate, progressively deleting contiguous innermost or outermost plies with a 

genetic algorithm. Yang et al. in 2016 [5] improved this method by allowing any ply to be 

deleted instead of heavily restricting the design space by only deleting innermost or outermost 

plies.  

Compared to the previous methods, the main difference is that this paper presents a greedy 

algorithm, looking for an improvement in efficiency and a simplification of the way lay-up 

constraints are introduced. The use of neural networks to substitute FEM will also be integrated 

in the method to avoid the time consuming analysis while keeping most of the accuracy.  

2. NEURAL NETWORK TRAINING 

2.1. Input parameters 

As stated in the introduction, the neural network is trained with buckling solutions for simply 

supported composite panels using FEM under combinations of compression and shear loads. 

For the choice of input parameters, the priority is to find the optimal input parameters which 

have enough influence in the problem for the neural network to understand and be able to 

distinguish different cases. In reference [6], it is proven that, for infinitely long plates, 

compression and shear buckling coefficients can be expressed as a function of the buckling 

parameter, which expressions are included in equations (1).  The aspect ratio ϕ of the plate is 

another input parameter, taking into account geometry effects. Lastly, the relation between 

shear buckling ratio and compression buckling ratio is needed to predict the results in a 

combined compression and shear case. 

For the prediction objective, a non-dimensional parameter representing the ratio between the 

critical load obtained by FEM and an approximate analytical buckling load, so that the neural 

network only needs to learn the first-order error in the problem due to the hypotheses in the 

analytical model. 

 𝛼 = √
𝐷11
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4
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       (1) 

2.2. Results 

A representative example of the results obtained is shown in Figure 1 for a pure compression 

case. The relative error obtained compared to FEM is under 0.3 % for almost every laminate in 

a validation database which includes more than 60000 laminates with different geometries and 

stacking sequences. 

 

3. OPTIMISATION RESULTS 

 

The optimisation for a given range of compression and shear loads outputs a database of 

compatible laminates such as the one presented in Figure 2. In this case, iterations start from 

laminate (-45, 45, 0, 90)S, and the algorithm adds plies as the load increases ensuring 

compatibility and satisfying buckling and strength restrictions. Thickness of the resultant 

laminates are compared with an exhaustive search approach which proves that the relative error 

is highly dependent on the problem but can be reduced to values under 5 % in many load ranges 

with the appropriate methods and input parameters.  
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Figure 1. Relative error to FEM in pure compression neural network predictions vs. percentage of laminates  

 

Figure 2. Output example of the optimisation algorithm. Layer "1" represents the outer layer and layer "15" the 

middle layer. Laminate 1 corresponds to the least restrictive load case and and laminate 11 to the most. All 

laminates are symmetric. 

 

4. Conclusions 

In the neural network training process, input parameters for the training to be successful were 

proposed and analysed. Instead of designing the neural network to directly predict buckling 

critical loads, it was checked that taking advantage of analytical buckling equations which 

obtained approximate results and adjusting them to FEM results made the neural network 

correctly understand the patterns in the problem and distinguish the input parameters to produce 

its output. Optimisation methods results have shown that, as long as compatibility is required, 

there is not a large potential of improvement and greedy algorithm, despite not entirely 

exploring the design space, finds in most cases the best compatible solution in a short run-time. 

Comparison with an exhaustive search method has allowed to analyse the load states and 

geometries where the error was happening and to introduce alternative methods to provide more 

flexibility to the user. 
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Abstract: The prediction of creep behavior plays a critical role in the design of plastic parts and products

intended for prolonged use. Creep modulus, which describes the relationship between stress and strain that

a material experiences over time, is important for determining the long-term performance of engineering

materials. However, due to the time-consuming and resource-intensive nature of testing for this property,

we sought to investigate the potential utility of machine learning techniques as an alternative approach. To

accomplish this, we downloaded and curated a dataset comprising more than 400 different polymer grades

using CAMPUS online free database. Following the best practices in materials informatics, we obtained

accurate assessments of the models’ ability to generalize to new data. Using the LightGBM gradient boosting

framework, we obtained the most accurate predictions, demonstrating that machine learning algorithms can

be useful to estimate the creep modulus of materials given a sufficiently large database. In this ongoing

research, we believe predictions can be improved by injecting physics into the models.

Keywords: machine learning, creep behavior, polymers, materials informatics, material property prediction

1 Introduction

Creep behavior prediction is crucial when designing plastic parts and products that will be
used for long periods. Creep is a slow and continuous deformation of solid materials under
prolonged load or stress below the yield strength of the material [1]. Polymeric materials
suffer especially from this effect due to their viscoelastic response and can face a signif-
icant tensile modulus reduction even under ambient operating conditions (unlike metallic
materials).

Creep modulus (CM) refers to the relation between the stress and strain that a material
experiences over time, and gives us information about the long-term performance of engi-
neering materials. However, testing for this property can be difficult due to its dependence on
temperature and applied load and the long and resource-consuming testing times required.
In this work, we explore the use of machine learning (ML) to predict creep behavior, akin
to the past work of other researchers [2, 3], but for a wider range of material grades.
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2 Methods

2.1 Database creation

The main bottleneck for the development of data-driven algorithms in R&D workflows is
obtaining the data, virtually in any field but especially in science. To circumvent this costly
data-obtaining process, we used the online database CAMPUS [4]. We downloaded all
available information on the materials containing the evolution of CM with time at different
applied loads and temperatures.

These CM values had been obtained following the ISO 899-1 standard [5], recording strains
for the times of 1 h, 10 h, 102 h, 103 h, and 104 h for five stress levels and a maximum of
six temperatures. Our dataset, obtained after cleaning and organizing the data, comprises
more than 450 materials and over 5000 rows that include CM at various times for specific
load and temperature combinations, as well as the corresponding material properties.

2.2 Feature engineering

Our primary objective was to identify the most effective predictors of CM from materials
properties, but missing data hindered the accuracy of the models. As a result, we opted to
temporarily forego using material properties, instead utilizing CM values at early times to
predict values at longer durations, in addition to applied load and temperature. Furthermore,
we discovered that utilizing the ratios between consecutive CMs over time, instead of the
proper values, improved predictions.

2.3 Model selection

In pursuit of accurate predictions, we employed various ML regression models of increasing
complexity, including decision trees, random forests, and gradient boosting techniques. We
found that the former [6] were the most suitable, at the expense of interpretability. We
selected the LightGBM algorithm [7] because of its superior computational performance.

We developed models for distinct targets, such as CM at 102 h using values at 1 h and 10 h
as features, or CM at 103 h inputting the values at 1 h, 10 h, and 102 h. To tune the models,
we split the data following the best practices in materials informatics [8] by avoiding the use
of identical or similar materials in different splits simultaneously. To accurately evaluate the
models’ generalization capabilities, we employed double (or nested) cross-validation, which
addresses the issue of over-optimism present in standard k-fold cross-validation [9].

3 Conclusions

All models achieved high accuracy, with R2 values mostly above 0.99 across all test sets in
the nested cross-validation. We showed that, by exploiting a substantial database, gradient
boosting techniques can bypass the most time-consuming experimental tests and obtain
precise estimates of the long-term CM of materials. We will investigate ways to incorporate
physics into the models to improve the accuracy and trustworthiness of the predictions.
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Abstract:  

Lightweight is one of the most important aspect of automotive industry and consequently several metallic parts 

of the cars have been replaced by composites. Apart from changing the materials, parts have been developed 

using different techniques and topology optimization is one of most used. In this research an experimental work 

have been done to develop a car exhaust bracket using topology optimization. The aim was to replace a metallic 

bracket with a Sheet Moulding Compound (SMC) material made part. The material has been moulded and 

different mechanical tests have been done to characterize the mechanical properties at different temperatures 

and fibre orientations. PTC Creo design software have been used  to create the different geometries where the 

design spaces, geometrical constraints and volume reductions were defined and required load case was applied. 

With the most suitable geometries, structural analyses have been carried out using Abaqus software in order to 

validate the designs. Can be concluded that this methodoly of creating geometries using topology optimization 

and carrying out the validation in a CAE software is useful for product development. 

 

Keywords:Conceptual design, SMC, topology optimization, product development. 

1. INTRODUCTION  

In the highly competitive automotive industry, component weight reduction is becoming 

increasingly important. More and more metal components are being replaced by reinforced 

polymeric materials. One of the most widely used polymeric materials in the automotive 

industry is Sheet Moulding Compound (SMC), which consists of a thermoset polymeric 

matrix reinforced with glass or carbon fibre. SMC is a technology that involves moulding a 

part by compressing it and applying heat through a press. It is widely used in the automotive 

industry because it allows small or large parts to be formed at a fairly fast manufacturing 

rate. These materials are even being used in components where they have to withstand high 

load conditions or in high temperature applications, such as an exhaust bracket.  

Structural optimisation plays an important role in the development of a component. There 

are several methodologies that can be used for the development of a component, but, one of 

the most powerful one is the topology optimization. Topology optimization tools run close-

loop structural simulation loops of a initial design for identifying the functional areas and 

stress-carrying-zones within the part. This allows the algorithms to remove material from 

non-critical areas in order to achive certain volume or weight reduction on the part. 

mailto:kzulueta@leartiker.com
mailto:imadina@leartiker.com
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2. EXPERIMETAL WORK 

In this work an experimental study has been carried out in order to redesign a metal exhaust 

bracket by SMC material-made part, using topological optimization to develop a suitable 

geometry. 

2.1. Initial geometry 

In the following image can be seen the original metallic exhaust bracket: 

 

Figure 1. Original metallic exhaust bracket.  

This component has two pieces of silicone that are over-injected into the two central holes 

of it. In the following image can be observed the final assembly of the component with both 

silicone parts: 

 

Figure 2. Original metallic exhaust bracket with 2 over-injected silicone parts. 

This bracket is tied up with two screws to the structure of the vehicle, has to withstand a 

vertical static force of 660 N and work in a constant 130ºC environment. 

 

2.1. Optimized geometry 

Once the working conditions are defined, an initial geometry has been designed in the PTC 

Creo software. The system then generates an optimised geometry for the set conditions. 

Based on the structural analysis, a volume reduction objective has been defined and 

geometries have been optimised according to the load conditions. After generating an 
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optimized geometry in Creo, Abaqus software have been used for the structural validation. 

In the following image can be observed a structural analysis of an optimized geometry: 

 

 
Figure 3. Abaqus structural analysis of an optimized bracket geometry. 

3. Conclusions 

The main conclusion of tis work is that this methodology of generatimg geometries using 

topology optimization and validating using a CAE software is useful for product 

development. It has been shown in this research that topology optimization is an useful 

technique for conceptual design generation of plastic parts for metallic parts substitution 

allowing the identification of stress paths and critical areas on the design spaces of the parts. 
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